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Global-Appearance techniques represent a very promising alternative in image processing applied to the tasks of 
robotic map building and localization. Their inherent characteristics present advantages over classical features 
descriptors, especially in unstructured environments where landmarks can be difficult to extract. However, when 
we apply them to real-time navigation, we have to take into account some restrictions that might limit their 
application since mapping and robot navigation requires specific advisable characteristics when building a 
descriptor.  
This article makes a review and comparison of different methods based on global-appearance to create 
descriptors of panoramic scenes in order to extract the most relevant information, studying several characteristics 
and parameters, as invariance against rotations of the robot on the ground plane, computational requirements and 
accuracy in localization. For this purpose, we have carried out a set of experiments with panoramic images 
captured in real lighting conditions in indoor environments to demonstrate the applicability of the different 
descriptors to robotic navigation tasks and to measure their goodness in localization recovery and their 
computational requirements. The experimental part lets us to validate them and to make an analysis and 
comparison of each technique.  
 
 
The autonomous navigation of a robot or a team of 
robot through an environment usually implies an 
internal representation of the workspace. This 
representation has to permit us to build a map where 
the robot can estimate its pose, i.e., its position and 
orientation, using the information provided by the 
different sensors the robot is provided with. Although 
there are different sensors the robot can be equipped 
with to carry out the task, omnidirectional visual 
systems can be stood out due to the richness of the 
information they provide and its relatively low cost. 
We can find several researches into mobile robots 
using vision systems focused on local features 
descriptors, which are based on the extraction of 
natural or artificial landmarks from the image to build 
the map and carry out the localization of the robot, as 
we can see in (Thrun, 2003). 
However, it is not necessary to extract such kind if 

landmarks to recognize the pose of the robot. More 
recent approaches propose processing the image as a 
whole, with no local feature extraction. These 
methods, known as global-appearance techniques, 
become an interesting option when dealing with 
unstructured environments where it may be difficult 
to find patterns in order to recognize the scene. 
As a disadvantage, they have to deal with a large 
quantity of information, which means a high 
computational cost. For that reason, it is necessary to 
study compression techniques to make feasible the 
creation of low-dimensional descriptors that 
concentrate the information of the scene, preserving 
low-level features such as color or spatial frequencies.  
These low-dimensional representations let us to build 
dense maps. With this maps, the problem of finding 
the position of the robot is reduced to the problem of 
getting the best match for the current image among 
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the map images. However, when working with the 
global appearance of images, we have to deal with 
inherent problems such as visual aliasing, changing 
lighting conditions or small changes in the 
environment among other possible situation there the 
robustness of the compression technique is proved. 
The descriptors must be able to recognize the location 
of the robot into the map regardless of its orientation, 
i.e., rotational invariance in the ground plane. 
Moreover, some orientation information is also 
necessary to estimate the pose of the robot. It is also 
advisable incremental methods, since some navigation 
tasks require modifying the map created during the 
process, as Simultaneous Localization and Mapping 
(SLAM).  
In the literature we can find several approaches to 
compress the visual information with global-
appearance methods. As an example, PCA (Principal 
Components Analysis) is a widely used method that 
has demonstrated being robust in image processing 
applications, as (Krose et al., 2007). Due to the fact 
that conventional PCA is not a rotational invariant 
method, other authors introduced an approach that 
takes into account different orientations of each image 
in order to build a more complete map ((Jogan and 
Leonardis, 2000)), although that improvement makes 
the algorithm more complex and computationally 
heavier, fact that might limit its application in real 
experiments. There are authors that use the Fourier 
Transform as a generic method to extract the most 
relevant information of an image. In this field, 
(Menegatti et al., 2004) extend the Fourier concept 
defining the Fourier Signature, based on the Discrete 
Fourier Transform of the image’s rows. On the other 
hand, (Dalal and Triggs, 2005) present a method 
based on the Histogram of Oriented Gradients (HOG) 
to pedestrian detection tasks, proving that it could be a 
useful descriptor for computer vision and image 
processing using the scenes’ appearance, since it 
avoids the extraction of characteristics points in the 
image.  
(Paya et al., 2009) present a comparative study about 

global-appearance techniques. We extend that work 
studying and comparing three global-appearance 
methods in robot navigation applications: Fourier 
Signature, Rotational PCA and Gist-Gabor. The last 
technique has shown previous promising results, 
although not in localization and mapping tasks. 
The remainder of the article is organised as follows: 
in section 2 the compared techniques are outlined. In 
the next section, the process of building the map is 
presented, studying the computational cost for each 
method. Section 4 explains the way we gauge the pose 
of the robot and the time and memory requirements 
for each algorithm. To finish, there is a summary with 
the main conclusions. 
 
 
REVIEW OF COMPRESSION TECHNIQUES 
In this section we present the techniques to extract the 
most relevant information from a database made up of 
panoramic images using global-appearance 
approaches. 
 
 
Fourier-based Technique 
 
As shown in (Menegatti et al., 2004), it is possible to 
represent an image using the Discrete Fourier 
transform of each row. So, we can expand each row of 
the panoramic image },,,{}{ 110 Nn aaaa  into the 
sequence of complex numbers  

},,,{}{ 110 Nn AAAA : 

.1,,0;}][{}{
21

0

NkeaaA
kn

N
jN

n
nnn        

 
The Fourier Transform properties make possible to 
represent each row with just the first coefficients since 
the most relevant information is concentrated in the 
low frequency components of the sequence.  
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Figure 1. Representation of the 50 first Coefficient 
Modulus of the Fourier Signature of an image. 
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We can also take profit of the fact that we are working 
with omnidirectional images, as this kind of images 
has the same pixels per row although it is rotated. Due 
to the fact that the rotation of a panoramic image is 
represented as a shift of its columns, i.e., a shift along 
the horizontal axis of each row, the Fourier Transform 
component module will be the same. So the Fourier 
Signature presents rotational invariance. Representing 
each row of the original image as }][{ na  and 

}][{ qna  the same row shifted q pixels, being q 
proportional to the relative rotation between images, 
the rotational invariance can be seen in the shift 
theorem:  
 

1,,0;}][{
21

0

NkeAa
qk

N
jN

n
kqn   

               (2) 
 
where }][{ qna is the Fourier Transform of the 
shifted sequence, and Ak  are the components of the 

Fourier Transform of the non-shifted sequence. 
According to this expression, the amplitude of the 
transform is the same as the original sequence, and 
just the phase changes. This phase variation lets us to 
find the phase lag between two rotated images. 
Therefore, the modulus of the Fourier Signature let 
the position estimation, whereas we can find out the 
phase of the robot by comparing the Fourier phase 
coefficients, as we can see in eq. 2. 
PCA-Based Technique 
 
The data compression with PCA techniques has 
demonstrated being very efficient (Krose et al., 2004). 
The Principal Components Analysis makes possible 
the representation of a set of P images with M pixels 
each, PjI Mxj ,,1,1 , in a new subspace where 
the images are transformed in a feature vector, known 
as projection of the image, Pjp kxj ,,1,1 , 
being k the PCA features that preserve the most of the 
variance of the database (Turk and Pentland1991). 
But if we apply PCA directly over the set of images 
we obtain a map without rotational invariance, since it 
keeps information of one orientation for each scene, 
but no for other possible orientations. In (Leonardis 
and Jogan, 2000) a possible solution is proposed with 
the use of the Eigenspace of Spinning-Images.  
This technique uses the property of panoramic images 
to create a set of spinning images from the original, 
obtaining a database that contains a set of N in plane 
rotations of each point. The phase lag between 
consecutive rotated images will be constant and 
proportional to the number of rotations, i.e., 2 / N . 
After that, the database is compressed by means of 
PCA analysis. Therefore we have not only a 
representation that deals with the orientation problem 
but also a more robust location algorithm since it 
stores different views of a same point that contains the 
same visual information. 
When working with a set of rotated images, the model 
presents specific properties that we can use to make 
the PCA transform easier. Being 
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MxN
NxxxX ]...[ 110 a matrix where each column 

contains a scene of a set of rotations of an image, the 
covariance matrix NxNT XXQ forms a circulant 
matrix. This property appears regardless of the 
number of rotations provided that the phase lag 
between consecutive rotations is constant, as we can 
see in fig. 1. As (Uenohara and Kanade, 1998) show, 
the eigenvectors vi  of every circulant matrix are not 
dependent on its information, and correspond to the 
basis vectors from the Fourier matrix 

][ 110 NvvvF  where: 

1,,1,,0

]1[
/2

)1(2

jenk

v
Nj

TkNkk
k                 

(3) 
 
Taking profit of this property, we can compute the 
eigenvectors without computing the SVD 
decomposition of the covariance matrix. Moreover, 
once we have calculated the respective eigenvalues, 
the eigenvectors are sorted by decreasing order of its 
eigenvalue in order to obtain a subspace that retains 
the most of variance in the first coefficients of the 
projections. 
 
Figure 2. Covariance matrix of a set of (a) 32 
rotations and (b) 128 rotations. 

  
                          (a)                                                    (b) 
In our case, because we have multiple scenes, the 
problem is extended to P sets of N rotated images. 
The inner product C = XTX is composed of PxP 
circulant blocks whose size is NxN (fig. 2). Moreover, 

the blocks are symmetric with respect to the diagonal 
of the matrix C. Because of that characteristic, the 
initial problem can be reduced to the problem of 
solving the SVD of C to solving N decompositions of 
order P.  
 

PPPP

P

P

QQQ

QQQ
QQQ

C

11

12221

11211

, being Qij  circulant blocks.           

(4) 
 
 
 
Figure 3. Inner product of a matrix of a set of images 
with P = 5 locations and N =128rotations. 

 
 
We can calculate the eigenvectors of every Qij using 
the vectors of the Fourier Matrix since they are 
circulant matrices. So all the blocks have the same set 
of eigenvectors kv .  
The new eigenvalue problem can be expressed as: 
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.wwC                           
(5) 
 
The eigenvectors w  shall be found among the 
vectors of the form: 
 

.,,1],...[ 21 Pkvvvw T
kkP

T
kk

T
kkk    

               (6) 
 
The eq. 6 can be also expressed by blocks as: 
 

.,,1,)(
1

PivvQ kki

P

j
kkjij                    

(7) 
 
Moreover, since kv  is an eigenvector of every block 
Qij , the eq. (7) can be simplified as: 
 

.,,1,
1

Pivv kki

P

j
kij

k
ij                     

(9) 
 
where ij

k is the eigenvalue of Qij  corresponding with 

kv . 
That implies a new eigenvalue problem: 
 

,kk                  
(10) 
 

where

K
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T
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Since C is symmetric by blocks,  is symmetric, 
having P independent eigenvectors k . We apply the 

same method for each kv , obtaining N·P independent 
eigenvectors. So instead of performing the SVD 
decomposition of C (what it would be a 
computationally expensive process), we solve N 
decompositions of order P. 
Again, we can select just a subset of the eigenvectors 
with the highest characteristic values to reduce the 
dimensionality of the projection space (Jogan and 
Leonardis, 2003).  
The representation of the database in the new 
subspace is in the complex plane. It can be proved 
that the coefficients of an image and its rotations have 
the same modulus, with only a change in its phase. 
Moreover, the phase lag between consecutive 
rotations of an image is constant (fig. 4). For that 
reason, we only need to store the projection of one 
orientation for each point, and the phase lag between 
the components of consecutives rotations. The angle 
between the coefficients of the projection of two 
consecutive rotations of an image can be calculated 
as:  
 

)Im(
)Re(

arctan
)1(

)1(

ijji

ijji
ij qq

qq
                

(11) 
 
being qij  a coefficient of the projection, where 

1,...,0 Ni  denotes the rotation, and j is the 
number of the coefficient of the image projection.  
 
 
With this information, the projections of all the others 
orientations qrjcan be artificially simulated.  
 

kjNiireqq ijr
ijrj ,...,1),1(,,1,)1(12

             (12) 
 
with K the number of selected coefficients of each 
projection.  
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Hence, the localization of the robot in the map is 
handled by comparison of the modules. To estimate 
the phase, we simulate the projections of all the 
rotations of the image of the map selected. The 
angular resolution depends on the number of siblings 
of each image included in the database: 
 
Min. Angle(º ) = 360

N
                 

(13) 
 
Figure 4. Projections of two components of a set of 
N =16 rotations of an image.  

 
 
Hence, the localization of the robot in the map is 
handled by comparison of the modules. To estimate 
the phase, we simulate the projections of all the 
rotations of the image of the map selected. The 
angular resolution depends on the number of siblings 
of each image included in the database: 
 
Min. Angle(º ) = 360

N
                 

(13) 
 
 

Gist-Based Techniques 
 
In (Friedman, 1979) we can find the concept of the 
gist of a scene. It can be defined as an abstract 
representation that activates the memory of scenes’ 
categories. The descriptors based on Gist try to obtain 
the essential information of the image simulating the 
human perception system through its ability to 
recognise a scene through the identification of colour 
or remarkable structures, avoiding the representation 
of specific objects.  
Some authors have studied the problem of image 
categorization considering features based on the 
human ability to recognise images. In (Oliva and 
Schyns, 1997) it is presented a descriptor that 
classifies blurred images where only the spatial 
distribution is see under the name of shape of the 
scene. (Oliva and Torralba, 2001) develop this idea 
with the name of holistic representation of the spatial 
envelope to create a descriptor. In (Torralba, 2003) we 
can see this model computed using global scene 
features, such as spatial frequencies and different 
scales based on Gabor filtering. Although it has 
demonstrated its capacity for scene recognition and 
classification, we have not found any reference of 
applications in robotic mapping and localization tests, 
so we have adapted this technique to be used in such 
applications. 
The descriptor we propose is called Gist-Gabor 
because it is based in Gabor filtering masks in order to 
obtain frequency and orientation information. The 
different masks cover the entire image, without any 
segmentation.  
A Gabor filter is a linear filter whose impulse 
response is a sinusoid modulated with a Gaussian 
function (Gabor, 1946). Therefore, a Gabor mask is 
localized both in the spatial and in the frequency 
domains (fig. 6). Thanks to its properties regarding 
textures treatment, Gabor filter can be used in 
compression and segmentation of digital images 
(Manjunath and Ma, 1996), (Kruizinga and 
Petkov,1999). 
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Mathematically, the Gabor filter is expressed as a 
complex function in the space domain as: 
 

),(),(),( yxyxsyxg r              
(14) 
being s(x, y) a complex sinusoid and ),( yxr  a 
Gaussian bidimensional function, known as envelope.  
The complex sinusoid can be written as: 
 

))(2exp(),( 00 yvxujyxs              (15) 
 
where (u0,v0 )  define the spatial frequency. Eq. 15 can 
be also expressed in polar coordinates: 
 

))sincos(2exp(),( 000 wywxFjyxs            
(16) 
 
being F0 = u0

2 + v0
2  the magnitude of the sinusoid, and 

0

01
0 tan

u
vw its direction. 

 
In eq. 17 is expressed the Gaussian envelope.  
 

)))()((exp(),( 2
0

22
0

2
rrr yybxxaKyx           (17) 

 
with K the magnitude scale, (a,b) the scale of the axis, 
and (x0, y0 )the position of the maximum of the 
function.  
 
Figure 5. (a) Complex sinusoid, (b) Gaussian 
envelope and (c) Gabor filter resulting of the 
convolution of both functions.  
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(c) 
 
Figure 6. Gabor bank with 2 spatial scales ad different 
orientations in frequency domain. (a) Limits of the 
masks, and (b) 3D representation.  

 
                             (a)                                                     
(b) 
 
 
Figure 7. Example of an image filtered with (a) 
different orientations (0º, 45º, 90º and 135º) and (b) 
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different scales.  

  
 

 
                             (a)                                                     
(b) 
 
The first step to create the descriptor consists in 
creating a bank of the Gabor masks with different 
resolutions and orientations. After that, we filter the 
image with the set of masks. The orientation of the 
filter depends on the number of masks of each level 
because they are equally distributed between 0 and 
180 degrees (fig. 6). The filtering is done in the 
frequency domain, so we compute the bidimensional 
Fourier Transform of the scene, and multiply each 
element of the image with its corresponding element 
of the mask. The results encode different structural 
information depending on the mask used (fig. 7). 
An omnidirectional image contains the same pixels in 
a row although the image is rotated. So, to create the 
descriptor, we calculate the average pixel’s value 
within cells with the same width as the image. We 
repeat this operation for every filtered image, 
obtaining an array of rotational invariant 
characteristics. To know the relative orientation 
between two rotated images, we use vertical. These 

vertical windows have the same height of the window. 
The distance between vertical windows and their 
width are variables (Fig. 8).  
The location is estimated by calculating the minimum 
distance between the horizontal cells’ descriptor of 
the database and the current image.  
Figure 8. Extraction of the Descriptor Values from a 
filtered image for (a) location and (b) phase 
estimation.  

 
(a) 

 
(b) 
 
The orientation is obtained by comparison and 
rotation of vertical cells’ vector of the current image 
and the nearby image in the map. The angle accuracy 
we are able to detect between two shifted images is 
proportional to the distance between consecutive 
vertical cells, D:  
 
Min. Angle(º ) = D*360

With of the image
.              

(18) 
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MAP BUILDING 
In this section, we compare the performance of the 
different descriptors in the task of creating a map 
from an image database collected in several living 
spaces under realistic illumination conditions. The 
database belongs to the Technique Faculty of 

Bielefeld University (Moeller et al., 2007). The 
images are structured in a 10x10 cm rectangular grid. 
Specifically, there are examples from a living room 
(L.R.), a kitchen (K.) and a living room and kitchen 
area combined (C.A.). In Fig. 9 we can see an 
example of an image corresponding to each area. 
They were captured with an omnidirectional camera, 
and later converted into the panoramic format with a 
resolution of 41x256 pixels.  
In order to evaluate the behaviour of the descriptors in 
different situations, we vary the distance between 
elements of the database in the map building, with a 
total of four different grids. Table 1 shows the number 
of images in every area (nx and ny), the distance 
between elements depending on the grid and the 
number of images included in the map for each 
configuration.  
Once the images of the database are selected, we 
apply the compression method to obtain a dataset, 
which represents the map of the environment that the 
robot will use to localize itself. All the functions and 
simulations and simulations have been obtained using 
Matlab R2009b under Mac OS X.  

Figure 9. Image of (a) living room, (b) kitchen and (c) 
the combined area.  
 

 
(a) 

 
(b) 

 
(c) 
 
 
Table 1. Size of the database and number of images 
selected depending on the grid. 
 
 
Fig. 10 shows the time and memory requirements of 
the different algorithms in order to build the map with 
regard to its main variables.  
For Fourier Signature, the main variable is the number 
of coefficient per row we keep to represent the image. 
In fig. 10(a) and 10(b) we can see the elapsed time 
and memory to compress and store the map with the 
Fourier Signature. It is composed of a matrix with the 
module values of the Fourier Signature to carry out 
the location, and another matrix that contains the 
phase of each coefficient of the Fourier Transform to 
find out the orientation of the robot. There is a 
proportional increase of the memory and time 
necessities as we get more coefficients of each row 
since we are storing and computing more information.  
The changes between different grids are proportional 
to number of images the map includes. 
The PCA map is made up of the matrix P Ckxp , being 
k the main eigenvectors retrieved and p the number of 
different locations of the map. P contains the 
projections in the new subspace of all the images of 

  Grid 
A Grid B Grid C Grid D 

Are
a 

nx x 
ny 

10cm 20cm 30cm 40cm 

L.R 22x1
1 242 66 32 18 

K. 12x9 108 30 12 9 
C.
A. 

36x1
1 396 118 48 27 

TO
T  746 204 92 54 
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the map regarding one orientation. We also need the 
change of basis matrix V CkxM , being M the elements 
of an image, to project the input images in the new 
subspace. Because P represents only one orientation 
of each scene, we also need to include the vector of 
the phase lag between components of consecutive 
rotations, pph kx1. In the PCA technique, the main 
variable is the number of rotations per image we use 
to create the dataset that we compress by means of 
PCA. Fig. 10(c) and fig. 10(d) show the time and 
memory necessaries to build the location map using 
Rotational PCA. The amount of memory is linearly 
dependant on the number of images and rotations we 
include in the database. We have considered all the 
eigenvectors in the measurements.  

Figure 10. (a) Elapsed time and (b) memory 
necessaries to build the map using Fourier-based 
algorithm. (c) Elapsed time and (d) memory 
necessaries to build the map using PCA-based 
algorithm. (e) Elapsed time and (f) memory 
necessaries to build the map using Gist-Gabor varying 
location parameters. (g) Elapsed time and (h) memory 
necessaries to build the map using Gist-Gabor varying 
orientation parameters. 

0 20 40 60 80 100
0

0.5

1

1.5

2

2.5

Fourier Coefficients

Ti
m

e 
(s

)

 

 
Grid A
Grid B
Grid C
Grid D

0 20 40 60 80 100
0

1

2

3

4

5
x 107

Fourier Coefficients

M
em

or
y 

(B
yt

es
)

 

 
Grid A
Grid B
Grid C
Grid D

 
                            (a)                                                    
(b) 

4 8 16 32 64

0.5

1

1.5

2

2.5

3

3.5

4

x 104

Image Database Rotations

Ti
m

e 
(s

)

 

 
Grid A
Grid B
Grid C
Grid D

4 8 16 32 64

0.5

1

1.5

2

2.5

x 108

Image Database Rotations

M
em

or
y 

(b
yt

es
)

 

 
Grid A
Grid B
Grid C
Grid D

 
                            (c)                                                    
(d) 
 

2 4 6 8 10 12 14 16

5

10

15

20

25

30

35

40

45

50

Gabor Masks

Ti
m

e 
(s

)

 

 
Grid A
Grid B
Grid C
Grid D

2 4 6 8 10 12 14 16

0.5

1

1.5

2

2.5

3

3.5

4

4.5

x 105

M
em

or
y 

(B
yt

es
)

Gabor Masks

 

 
Grid A
Grid B
Grid C
Grid D

 
                            (e)                                                    
(f) 
 

4 8 16 32

1.6

1.7

1.8

1.9

2

2.1

2.2

2.3

2.4

2.5

2.6

Vertical Cells

Ti
m

e 
(s

)

Grid D

 

 
V.C.W.= 4 pix.
V.C.W.= 8 pix.
V.C.W.= 16 pix.
V.C.W.= 32 pix.

4 8 16 32

3

3.5

4

4.5

5
x 104

Vertical Cells

M
em

or
y 

(B
yt

es
)

Grid D

 

 
V.C.W.= 2 pix.
V.C.W.= 4 pix.
V.C.W.= 8 pix.
V.C.W.= 16 pix.

 
                            (g)                                                    
(h) 
 
 
The memory will vary proportionally to the selected 
eigenvectors. However, the elapsed time is not linear 
because the eigenspace calculation spends 
considerably more time as the data matrix increases. 
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We have neither estimated the map with more than 8 
rotations in Grid A nor with more than 32 rotations in 
Grid B because of the computational requirements 
make it unfeasible in real experiments. 
The lasts charts of fig. 10 study the compression of 
the database with Gist-Gabor. Since the parameters of 
location and orientation recovery are independent, its 
measurements are separated.  
In fig. 10(e) and fig. 10(f) main location parameter, 
the number of masks we use in order to filter the 
image, is varied. They show a linear dependency 
between the number of Gabor masks and the memory 
and time requirements. Phase variables are the 
distance between vertical cells, and its width (Vertical 
Cells Width or V.C.W.). We set the location 
parameters with Grid D and a fixed number of four 
Gabor Masks. Fig. 10(g) shows that the memory size 
of the map is not affected by the width of the cells 
since we store the mean value of its pixels whichever 
its size is, although the elapsed time differs (fig. 
10(h)). In both cases results are more dependent on 
the number of cells than on its width. 
Comparatively, PCA compression is the 
computationally heaviest method since the SVD 
decomposition, despite of using the properties of the 
circulant matrices, is a time expensive process. 
Fourier signature the fastest algorithm, and Gist-
Gabor the most compact descriptor, because we 
concentrate the scene information in a vector with the 
mean value of cells of the image.  
 
 
 
LOCALIZATION AND 
ORIENTATION RECOVERY 
Once we have compared the three methods in terms of 
the database creation, in this section we measure the 
goodness of each algorithm by assessing the results of 
calculating the pose of the robot using an input image 
to compare with the map previously created, and the 
time requirements. The test images we have used are 
all the available images in the database, independently 

on the grid selected to build the map, and 15 rotations 
of each one (every 22.5º). The total number of test 
images is 11,936 images. Because the pose includes 
the position and the orientation of the robot, both are 
studied separately.  
In fig. 12, fig. 13 and fig. 14 we study the position 
retrieval of each descriptor for the different map 
configurations. The results are presented as binary 
results considering if we obtain the best match as 
possible or not, and the information is showed with 
recall and precision measurement (Gil et al., 2009). In 
eq. (19) and (20) we can find the definition of recall 
and precision concepts: 
 

recall =
#correct matches retrieved

# total correct matches
                

(19) 

precision =
#correct matches retrieved

#correct matches
              

(20) 
 
 
Precision can be considered as a fidelity 
measurement, and recall is an indicator of how 
exhaustive the different methods are.   
Each chart provide information about if a correct 
location is the Nearest Neighbour (N.N.), i.e., if it is 
the first result selected, or it is between Second or 
Third Nearest Neighbours (S.N.N or T.N.N).  
 
 
 
Regarding the rotation, we represent the results 
accuracy in bar graphs depending on how much they 
differ from the correct ones. The results are in 
percentage over correct locations. Fig. 15 presents the 
best phase lag accuracy results obtained for each 
method and grid. The parameters for the position 
retrieval in the phase study are the same as used in fig. 
11, fig. 12 and fig. 13 respectively for each method. 
The phase lag is just studied in the experiments that 
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the position has been correct in order to represent the 
accuracy of the phase estimation process. 
The elapsed time in both localization and pose 
estimation is studied in fig.11. In the first column is 
represented the time for only the position retrieval, 
whereas in the second column appears the elapsed 
time for the position and phase estimation.  
 
 
Figure 11. Elapsed time for (a) location and (b) pose 
estimation using Fourier-based algorithm. Elapsed 
time for (c) location and (d) pose estimation using 
PCA-based algorithm. Elapsed time for (e) location 
and (f) pose estimation using Gist-Gabor. 
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Figure 12. Recall-Precision charts for Fourier-based 
algorithm using (a) Grid A, (b) Grid B, (c) Grid C and 
(d) Grid D. 
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(d) 
 
 
Figure 13. Recall-Precision charts for PCA-based 
algorithm using (a) Grid A, (b) Grid B, (c) Grid C and 
(d) Grid D. 
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Figure14. Recall-Precision charts for Gist-Gabor 
using (a) Grid A, (b) Grid B, (c) Grid C and (d) Grid 
D. 
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Fourier Signature technique 
 
We use two matrices in order to represent the map 
obtained from the Fourier Signature compression that 
includes the module and the phase of the selected 
Fourier Coefficients respectively. When a new image 
arrives, the first step is to compute its Fourier 
Signature. Then, the location is estimated by 
calculating the Euclidean distance of the power 
spectrum between the image and the spectra of the 
map. We obtain the best match calculating the 
minimum distance.  Once the position of the robot is 
known, the phase’s vector associated with the most 
similar image retrieved is used to compute the 
orientation of the robot regarding the map created 
previously using eq. 2.  
In fig.10 (a) and (b) we can see the time the algorithm 
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spends to estimate the position and the pose 
respectively according to the number of Fourier 
coefficients it uses.  To find the position, the elapsed 
time rises in accordance with the number of images 
the map stores, i.e. the grid, and the number of Fourier 
components. But the pose depends almost only on the 
number of coefficients per row. The reason is that the 
phase lag estimation is the heaviest computational 
part of the algorithm, and it depends only on the 
number of components we use. Regarding the position 
recovering, fig. 11 shows that in the experiments with 
the different grids the algorithm is able to find the best 
match using a relatively low number of Fourier 
components (no more than 15 coefficients per row), 
keeping and accuracy above the 92 percent.  
The phase lag appears in fig. 15(a). In the grid A, with 
5 Fourier coefficients the error remains less than or 
equal to two degrees in all the experiments. As we 
increase the distance between images in the map, the 
accuracy decreases. In any case, the algorithm is able 
to recover the orientation using a maximum of 5 
components in the grid D with an error less than or 
equal to 5 degrees in the 92 percent of the correct 
locations.  
Figure 15. Error in the phase estimation over correct 
locations using Fourier-based algorithm in (a) Grid A 
and (b) Grid D. Error in the phase estimation over 
correct locations using PCA-based algorithm in (c) 
Grid A and (d) Grid D. Error in the phase estimation 
over correct locations using Gist-Gabor in (e) Grid A 
and (f) Grid D. 
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PCA-Based Technique 
 
The first step to estimate the pose using rotational 
PCA is to project the input image I j � � Mx1onto the 
new eigenspace p =VT ×I � � kx1. The location is 
estimated by computing the module of p  and 
comparing with the modules of the projections of the 
map. The criterion is the minimum Euclidean 
distance. Once the position is known, we use the 
phase vector pph  to simulate the projections of the 
rotated siblings of the image to determine the 
orientation. Fig. 10(c) and (d) show the time spent on 
location and pose estimation. Comparing both charts 
we can see that, except in Grid A, the measurements 
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are similar, demonstrating that the phase recovering is 
computationally fast. Even so, this algorithm is the 
slowest in the majority of the experiments. In fig.12 
we can see that with 8 rotations and the Grid A the 
database we obtain presents the worst position 
recovering results although we use the majority of the 
eigenvectors. We would need a map with more 
rotation per position to obtain acceptable results, but 
the computational requirements for computing this 
map make it unfeasible. However, fig. 12(b), fig. 
12(c) and fig. 12(d) shows that with 16 rotations and 
100 eigenvectors the results notably improve. 
Regarding the phase estimation, with 8 rotations per 
image the error in grid A remains equal than or less 
than one degree in the 70 percent of cases, as we can 
see in fig. 15(b). The problem is that the error in the 
rest of the experiments is equal to or greater than 10 
degrees. A similar situation happens in the other map 
configurations. Using 16 rotation per image for 
building the base, the error keeps less than or equal to 
two degrees in the 82%, 64% and 79% of the correct 
locations in grid B, C and D respectively, but for the 
other experiments it is greater than or equal to 10 
degrees. If we want to increase the precision in the 
phase estimation, we have to increase the number of 
rotations per image, with the consequent 
computational cost.  
 
 
Gist-Based Technique 
 
We filter the input images with the same Gabor masks 
used to build the map. The maximum number of 
Gabor spatial scales used to extract the scenes 
information is two. After that, we compute the 
descriptor of the horizontal cells to estimate the 
position, and the vertical cells to the orientation. The 
elapsed time in the position recovering (fig. 10(e)) 
depends on the number of Gabor masks we use in 
order to filter the image. Fig. 10(f) shows the 
relationship between the elapsed time in pose 
estimation and the orientation parameters. As it 

happens in the base creation, the number of vertical 
cells determines the results more than its size. The 
position estimation presents good results in both grids 
with few masks, as fig. 13 shows. In all the grids 
configurations, the precision of the descriptors is 
superior to 88 percent for the Nearest Neighbour, and 
around the 98 percent if we consider the three first 
results of the experiments.  
The phase retrieval results appear in fig. 15(c). In all 
the grids, the descriptor is able to estimate the 
orientation of almost all the experiments without error 
using 16 vertical cells. They are binary results, as they 
present only experiments with error equal 0 or 
failures, i.e., error greater than 20º (it can be seen in 
the results of grid D). This is because the angle is 
discretized (eq. 18), and the rotations of the test 
images agreed with the distance between windows 
when using 16 vertical cells. However, if the artificial 
rotations of the images had a gap lower, we would 
have to use a larger number of vertical windows in 
order to increase the angle accuracy 
 
 
 
CONCLUSIONS 
 
This article presents the study and simulation results 
of the application of three different appearance-based 
algorithms to application of descriptors based on the 
global-appearance of panoramic images for robotic 
navigation tasks. We have studied the computational 
requirements of each method for the creation of dense 
maps of a real environment and the results of the pose 
estimation of a robot regarding the created map.  
 
All of them have demonstrated to be perfectly valid to 
carry out the map building and pose estimation of a 
robot within the map. However, the PCA-based 
descriptor needs to include a minimum number of 
image rotations to be able to recover the location and 
orientation of the robot with an acceptable accuracy. 
As a consequence, when the number of images 
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included into the map grows, the computational cost 
of the method can make it application unfeasible. 
Moreover, due to the fact that is a non-incremental 
method, we need to have the entire database before 
starting the robot navigation. By this reason, this 
method may be not advisable for certain tasks, such as 
SLAM. Gist-Gabor presents the most compact 
representation. Fourier Signature needs more memory 
to store the coefficients of the map images, but we 
need few components per row. Hence the memory 
requirements of both methods are similar. PCA 
technique outperforms the memory needs.  
Regarding the elapsed time to create the map, 
rotational PCA clearly exceeds the other methods. 
Gist-Gabor lasts longer than Fourier Signature, and it 
is more dependant on the quantity of information it 
stores, i.e. the number of masks we use to filter the 
image.  
In the position retrieval, the three algorithms present a 
high rate of correct location, except in the case of 
PCA using the densest map, since the time and 
memory requirement does not permit building a map 
with more information. Fourier Signature can be stood 
out, as it presents the greater accuracy in all the maps 
configurations, followed by Gist technique.  
In the orientation estimation task, the results worse for 
the maps with a larger grid distance, i.e., with larger 
distance between images. PCA technique has the 
lowest accuracy. Although Gist-Gabor presents better 
results in the experimental part than Fourier 
Signature, it is important the fact that Gist-Gabor 
angle’s estimation is sampled with regard to the 
number of cells we use, and it could increase time and 
memory consumptions as we need higher accuracy.  
The results achieved in this article show how 
appearance-based methods can extract the information 
of panoramic images, and its feasible application to 
map building and localization. The promising results 
obtained in these experiments invite us to continue 
with the study of new descriptors and its performance 
using databases with illumination changes, noise or 
occlusions.   
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included into the map grows, the computational cost 
of the method can make it application unfeasible. 
Moreover, due to the fact that is a non-incremental 
method, we need to have the entire database before 
starting the robot navigation. By this reason, this 
method may be not advisable for certain tasks, such as 
SLAM. Gist-Gabor presents the most compact 
representation. Fourier Signature needs more memory 
to store the coefficients of the map images, but we 
need few components per row. Hence the memory 
requirements of both methods are similar. PCA 
technique outperforms the memory needs.  
Regarding the elapsed time to create the map, 
rotational PCA clearly exceeds the other methods. 
Gist-Gabor lasts longer than Fourier Signature, and it 
is more dependant on the quantity of information it 
stores, i.e. the number of masks we use to filter the 
image.  
In the position retrieval, the three algorithms present a 
high rate of correct location, except in the case of 
PCA using the densest map, since the time and 
memory requirement does not permit building a map 
with more information. Fourier Signature can be stood 
out, as it presents the greater accuracy in all the maps 
configurations, followed by Gist technique.  
In the orientation estimation task, the results worse for 
the maps with a larger grid distance, i.e., with larger 
distance between images. PCA technique has the 
lowest accuracy. Although Gist-Gabor presents better 
results in the experimental part than Fourier 
Signature, it is important the fact that Gist-Gabor 
angle’s estimation is sampled with regard to the 
number of cells we use, and it could increase time and 
memory consumptions as we need higher accuracy.  
The results achieved in this article show how 
appearance-based methods can extract the information 
of panoramic images, and its feasible application to 
map building and localization. The promising results 
obtained in these experiments invite us to continue 
with the study of new descriptors and its performance 
using databases with illumination changes, noise or 
occlusions.   
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