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Abstract: The correct assessment of the environment in terms of traversability is strictly necessary during the navigation task in autonomous mobile robots. In particular, navigating along unknown, natural and unstructured environments requires techniques to select which areas can be traversed by the robot. In order to increase the autonomy of the system’s decisions, this paper proposes a method for the evaluation of 3D point clouds obtained by a LiDAR sensor in order to obtain the transitable areas, both in road and natural environments. Specifically, a trained sparse encoder-decoder configuration with rotation invariant features is proposed to replicate the input data by associating to each point the learned traversability features. Experimental results show the robustness and effectiveness of the proposed method in outdoor environments, improving the results of other approaches.

1 INTRODUCTION

The answer to the question "Where should I walk?", formulated in (Wellhausen et al., 2019) implicitly contains the understanding of everything that surrounds the robot in order to be able to navigate along the environment. This concept, which is assumed to be innate to humans, should be extrapolated to autonomous mobile robots, as it enables safe planning and navigation in various applications such as exploration of unknown environments, autonomous driving, search and rescue applications.

To date, path planning algorithms have been classified according to two fundamental concepts: a) the manner in which the space is defined and represented; b) the form in which the transitable zones are represented on the map. Thus, according to the first concept, different representations of the space can be found, such as: 2D occupancy maps (Moravec and Elfes, 1985), 3D voxel-based occupancy maps (Hornung et al., 2013; Oleynikova et al., 2017; Han et al., 2019) or elevation maps (DEM) (Langer et al., 1994), in which a probability value defines that a certain space is free or occupied, and may be traversed by the robot considering the physical parameters of the robot.

However, the classical approaches mentioned above are not sufficiently robust when applied to all types of environments (Xiao et al., 2022), since autonomous driving can be understood differently depending on the environment in which it is intended to navigate. Mainly in structured environments, the free space refers to regular roads, whereas for natural environments the concept is a bit abstract. The latter are environments complex and diverse and can hide invisible obstacles for the robots sensors.

This fact, together with a more sophisticated sensorization of the equipment (considering characteristics such as cost, resolution and lightness), justifies an approaching to compute traversability under a new paradigm: supervised machine learning, based on neural networks. Specifically, in recent years the use of LiDAR sensors in combination with Neural Networks has become popular. In particular, LiDAR sensors are immutable to different lighting conditions compared to other optical sensors such as cameras.

This paper proposes a contribution to the estima-
tion of traversability in complex terrains using deep learning techniques, in particular segmentation methods of a scene described by means of 3D point clouds. The rest of the paper is organized as follows: Section 2 presents a summary of the most significant approaches in the field of Deep Learning for the calculation of traversability. Then, the concepts on which our method is based will be discussed and explained in Section 3. Finally, a set of experimental results is presented, that considers different types of environments that have been used in the training process. Finally, Section 5 presents the main conclusions that can be drawn from this approach.

2 RELATED WORK

This section describes some proposals in the field of traversability calculation using neural networks and machine learning. The contributions have been divided into two main blocks: conventional machine learning methods and methods based on the use of neural networks.

2.1 Conventional ML Methods

These group comprises algorithms that generally start from alternative representations of the input data, i.e., act on features extracted from the data which are considered to be discriminating for the problem to be solved. This strategy is employed in (Bellone et al., 2017), where stereo image pairs are used as input data. In (Vapnik, 1999), a study of the most discriminating geometric and appearance features for the traversability problem in urban environments is performed based on the training of an SVM classifier, concluding that features that include normal vectors are the most suitable for this task. In (Kragh et al., 2015), the calculation of features based on a local neighborhood for each point (obtained using a 3D LiDAR sensor) is proposed, in order to classify them into: soil, vegetation or object. In this proposal, an adaptive neighborhood radius is proposed to alleviate the loss of point density as a function of the distance to the sensor, which is inherent to LiDAR sensors. In this way, high resolutions are guaranteed at short distances, whereas noisy features at long distances are diminished.

One of the biggest problems with previous methods is the need for an expert to generate labels of the class to which each point belongs. Therefore, there are methods that automate this process by training the classifiers with simulated data such as (Martinez et al., 2020) which tries to describe point clouds extracted from the GAZEBO simulator from the analysis of the principal directions (PCA) in a given neighborhood environment.

2.2 Neural Networks

LiDAR sensors generate, at their output, the position of a set of 3D points. These 3D points correspond to the first reflection produced by an object when it is illuminated by a collimated laser beam. In relation to this fact, alternatives have been developed to efficiently work with three-dimensional data. For example, in (Velas et al., 2018), point clouds are transformed into multichannel images that store the depth, height and reflectivity of each point. These images are processed through dense convolutional layers to learn which areas are traversable. Another solution is presented in (Razani et al., 2021) where spherical projections of the point clouds are carried out. Next 2D convolutional layers are applied to solve a semantic segmentation problem. A different solution is presented in (Wang et al., 2017), where octal trees or octrees are used to reduce the complexity of the space described by the point clouds. In this manner, dense convolution operations are restricted to those octrees that are occupied. The same idea is extended in (Frey et al., 2022), where the traversability of the space is computed by means of a generalization of the convolution operation to n-dimensions and employing a sparse encoder-decoder setup (Choy et al., 2019).

On the other hand there are methods that combine the information provided by LiDAR with image information. (Gu et al., 2019) propose a road detection method by merging the color information provided by the camera and the range information obtained with the LiDAR. The point clouds are projected to their corresponding images and feed a 2D convolutional neural network. (Fan et al., 2020), fuses the features of both types of data once they have been extracted by different architectures of neural networks. (Chen et al., 2019) proposes a progressive adaptation of the LiDAR representation to make it more compatible with the visual information from the camera. To do so, the point cloud is transformed into an alternative representation where roads are more distinguishable.

3 PROPOSED APPROACH

This section defines the traversability problem. Next, a detailed description of the approach is presented.
3.1 Problem Statement

The problem of traversability evaluation is considered as a semantic segmentation task. A point cloud $B$ is defined as a set $B = \{(\vec{p}_i, \vec{f}_i, l_i), i = 1,\ldots,N\}$, where $N$ is the total number of points in the cloud, each point with coordinates $\vec{p}_i \in \mathbb{R}^3$ expressed in the LiDAR reference frame. The traversability condition of each point is denoted as $l_i$. We consider that each point is associated to a feature vector $\vec{f}_i \in \mathbb{R}^{d_{in}}$, being $d_{in}$ the dimensionality of the input features associated with each point in the cloud. Each point originated by the LiDAR sensor is considered to have coordinates $\vec{p}_i = (x_i, y_i, z_i)$, according to the coordinate system of the LiDAR sensor itself. The aim is to infer a classification $l_i \in [0,1]$ that represents the traversability condition of the LiDAR point, that is: traversable (1) or not traversable (0). Thus, the problem can be defined as a point-wise binary classification problem.

3.2 Sparse Convolution

The discrete convolution operation was originally born in the field of signal processing. However, it is profusely used in image processing and in convolutional Neural Networks. This type of neural networks, despite being computationally expensive, show great results in problems such as image classification and segmentation. However, their possible application to sparse data, such as point clouds, understanding sparsity as the distancing of the set of values that constitute the data, would be computationally inefficient due to their sequential and iterative nature. The operations to be performed would increase by a cubic factor. As a result, the generalization of the 2D convolution in images gives rise to the sparse convolution operation.

This type of discrete convolution allows to focus the convolution kernel on those discretized spaces where a non-zero value exists, thus departing from the classical constant displacement of a 2D mask when the convolution operation is applied on images. This idea is particularly efficient in point clouds since there are many void zones in the cloud and, therefore, the convolution operation on those areas would only result in unnecessary time and resource consumption.

Therefore, given any point cloud $B$, a sparse tensor $S$ is defined, in turn, formed by two tensors $S(T_C, T_F)$:

- $T_C$ is defined as a function of the coordinates of the points that constitute the original cloud $B = \{(\vec{p}_i, \vec{f}_i, l_i), i = 1,\ldots,N\}$. An integer part function is applied to discretize the space. The points

Figure 1: Encoder-decoder configuration employed, MinkUnet34 (Choy et al., 2019).
are modified according to a scaling factor, \( v \), that determines the discretization of the space. In addition, the batch \( h_t \) to which each point cloud belongs is added to facilitate the training of the network. Thus, the tensor \( T_C \) is defined as:

\[
T_C = \begin{bmatrix}
  b_1 & \hat{p}_1 \\
  \vdots & \vdots \\
  b_N & \hat{p}_M
\end{bmatrix}
\]

(1)

As a result, \( m \) points belonging to the point cloud could be discretized in the same voxel \( \hat{p}_j \). Each of the \( m \) points having a different feature vector \( \vec{f}_i \).

- \( T_F \) stores and averages the features \( \vec{f}_i \) associated with the \( m \) points, that share the same space, i.e. belong to the same voxel, \( \hat{p}_j \), after applying the scale factor \( v \) and the integer part function.

\[
T_F = \begin{bmatrix}
  \hat{f}_1 \\
  \vdots \\
  \hat{f}_M
\end{bmatrix}
\]

(2)

where

\[
\hat{f}_j = \frac{1}{m} \sum_{i=1}^{m} \vec{f}_i \quad \forall \quad \vec{f}_i \in \hat{p}_j
\]

The processing of the input data is carried out using the Minkowski Engine library\(^1\) (Choy et al., 2019).

### 3.3 Sparse 3D Neural Networks

The method presented in this document uses a neural network with an encoder-decoder configuration, whose implementation is a sparse version of the convolutional neural network Resnet20 (He et al., 2016) and the U-net architecture (Ronneberger et al., 2015). Therefore, the network is mainly divided into two parts:

- **Encoder.** The encoding part of the network is in charge of generating point descriptors based on the 3D sparse convolution of the features belonging to each point. In this case, during this research, different combinations of input features were tested, such as: the coordinates of each point \( \hat{p}_i = (x_i, y_i, z_i) \), the normal vectors of each point \( \vec{N}_i = (n_x, n_y, n_z) \), and several combinations of these features. Finally, in this approach the feature vector is defined as: \( \vec{f}_i = (n_z, Z) \) where \( n_z \) is the \( Z \) coordinate of the normal unit vector \( \vec{N}_i \) and the normalized coordinate \( Z \in [0, 1] \). This feature vector includes a natural invariance to rotation to the point cloud along the vertical axis and, in the experiments carried out, allowed to obtain the best results.

- **Decoder.** The decoding part of the network tries to reconstruct and extrapolate the latent information generated by the encoder to the coordinates of the input point cloud. For this purpose, transposed convolution layers are used.

The network configuration is shown in Figure 1. The figure represents different levels of the neural network in a top-down way, by means of sparse convolutions and sparse residual blocks. In addition, once the encoder is finished, the scheme continues in an ascending way through the concatenation of the descriptors of different levels, indicated by the symbol \( \oplus \), and transposed convolutions to recover the original shape of the input point cloud.

### 4 EXPERIMENTAL RESULTS

This section presents the experimental results obtained by the proposed method under different training configurations.

#### 4.1 Datasets

A set of freely available databases have been used for training, validation and testing of the neural network, in particular:

1) **SemanticKITTI:** This is a dataset based on the KITTI Vision Benchmark (Geiger et al., 2012). It combines odometry positions and point clouds from different paths through the city of Karlsruhe, Germany, collected by the Velodyne HDL-64E sensor model. It includes, in total, 22 urban sequences, describing highly structured environments. Ten of these sequences contain labels for each point, oriented to semantic segmentation problems.

2) **Rellis-3D** (Jiang et al., 2021): It consists of a dataset of 13,556 point clouds divided into 4 distinct sequences captured by means of an OS1-64 LiDAR. There are labels for each point, and unlike the SemanticKITTI it describes highly unstructured environments and rural roads.

3) **SemanticUSL** (Jiang and Saripalli, 2021): This dataset, employed a Clearpath Warthog equipped with an OS1-64 LiDAR. It includes footage of the campus and research facilities of the University of Texas. It contains 1200 point clouds labeled under the same

\(^1\)https://github.com/NVIDIA/MinkowskiEngine
format as the SemanticKITTI including road scenes, pedestrian streets and natural environments.

All the mentioned databases contain, approximately, 25 different labels to which a point can belong. These labels include semantic concepts such as: bush, mud, asphalt, sidewalk... etc. The datasets were relabeled, attending to the traversability condition, giving, as a result, only two classes (“traversable” and “non-traversable”). Figure 2 shows the modifications made to the data to fit a binary segmentation problem. The original classes that have been converted to the “traversable” class are: sidewalk, asphalt, low vegetation or grass, dirt, cement and mud. The classes that have been converted to the class “non-traversable” are: tree, person, car, truck, building, among others.

4.2 Implementation Details

The neural network model is implemented using the Minkowski Engine (Choy et al., 2019) and Pytorch. The network training has been performed using two NVIDIA 3090 TURBO graphics cards and a termination criterion that optimizes the F1 metric on a given balanced validation set. All the code, including a guide to the changes made to the original datasets mentioned in section 4.1, has been developed in Python and is available at https://github.com/ARVCUMH/transitability_minkowski.git.

As for the training parameters we have employed a learning ratio of 0.01 and the stochastic gradient descent method (SGD) as the optimizer. In addition, given the binary nature of our approach we employed the binary cross-entropy loss function.

In order to reduce the feature processing time in a real application, the point clouds are voxelized at 3 centimeters. Thus the calculation of the normal vectors is supported by the search of the 6 nearest neighbors of each point by means of a KDtree algorithm implemented by open3D library (Zhou et al., 2018).

4.3 Training Network

The training stage of the aforementioned datasets has been carried out using only some SemanticKITTI sequences and all of the Rellis-3D sequences. The reason for this choice is to have a balanced number of training examples including, equally, urban, unstructured and natural environments. This prevents the network from specializing in a particular type of environment. The use of the SemanticUSL database is limited exclusively to test processes in order to demonstrate the generalization capabilities of the network in environments never seen during training.

In addition, during the experiments, the network has been trained using variations of the scaling parameter \( v \) to discretize the space, as it will be shown in the following sections.
4.4 Distance Effect

By studying how LiDAR planes interact with the surrounding environment, it is clear that the distance, \( d \), between consecutive LiDAR planes and the ground plane depends on the angle formed by the intersection of the two planes mentioned above, \( \alpha \), and the height, \( h \), at which the LiDAR is located. This relationship is governed by:

\[
d = \frac{h}{\tan \alpha}
\]  

Thus, at very far distances, the different laser planes are far apart. This effect is easy to appreciate in Figure 2. Consequently, the description of some regions in the robot environment is very inaccurate, since the LiDAR point density is very low. This concept is represented in Figure 3, which shows the probability of the existence of points based on the distance to the sensor. The probability density function is computed based on the observations of 100 point clouds. It can be seen how, above 45 meters, the probability of finding points is almost zero. Therefore, as a solution, it was proposed to consider only the points that are within a radius of 45 meters from the sensor and, all the evaluations have been performed under this condition.

4.5 Quantitative Evaluation

Figure 4 presents the results in terms of precision and recall. For this purpose, inferences have been made on all the point clouds that make up the test dataset. The classification of each point inferred by the network is compared with its ground truth, giving rise to true positives, true negatives, false positives and false negatives. Figures 4(a) and 4(c), present the results in urban and structured environments corresponding to SemanticKITTI and USL datasets. In both figures, the precision-recall curve is very close to the maximum (upper right corner). Therefore we can assume that the trained models learn the traversable and non-traversable zones very consistently, achieving accuracy and recall values higher than 95% for certain working points. Moreover, these curves show that the performance of the network does not depend on the discretization parameter \( v \) (size of voxel, or scale parameter), since very similar values are achieved.

On the other hand, Figure 4(b) presents the results when the method is applied to an unstructured environment. As expected, the results suggest that it is more difficult to correctly infer which areas are traversable. Likewise, in this case, the discretization of the point cloud space is a determining factor, since differences in performance are observed depending on this factor. The improvement of some voxels with respect to others does not seem to follow a logical order for these specific environments.

Table 1 shows in detail the performance metrics obtained according to the scale factor mentioned above. It can be observed in a more analytical way how the datasets describing urban environments lead to very similar results (SemanticKITTI, SemanticUSL). However, in highly unstructured datasets the performance of the neural network is lower and more dependent on the discretization of the point cloud.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Voxel</th>
<th>F1</th>
<th>Acc.</th>
<th>MIOU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rellis3D</td>
<td>0.05</td>
<td>0.72</td>
<td>0.82</td>
<td>0.58</td>
</tr>
<tr>
<td>Kitti</td>
<td>0.97</td>
<td>0.97</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>USL</td>
<td>0.90</td>
<td>0.90</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>Rellis3D</td>
<td>0.1</td>
<td>0.72</td>
<td>0.83</td>
<td>0.57</td>
</tr>
<tr>
<td>Kitti</td>
<td>0.97</td>
<td>0.97</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>USL</td>
<td>0.93</td>
<td>0.93</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>Rellis3D</td>
<td>0.2</td>
<td>0.79</td>
<td>0.85</td>
<td>0.66</td>
</tr>
<tr>
<td>Kitti</td>
<td>0.97</td>
<td>0.97</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>USL</td>
<td>0.93</td>
<td>0.93</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>Rellis3D</td>
<td>0.35</td>
<td>0.79</td>
<td>0.86</td>
<td>0.66</td>
</tr>
<tr>
<td>Kitti</td>
<td>0.97</td>
<td>0.97</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>USL</td>
<td>0.95</td>
<td>0.95</td>
<td>0.91</td>
<td></td>
</tr>
<tr>
<td>Rellis3D</td>
<td>0.5</td>
<td>0.78</td>
<td>0.84</td>
<td>0.65</td>
</tr>
<tr>
<td>Kitti</td>
<td>0.97</td>
<td>0.97</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>USL</td>
<td>0.94</td>
<td>0.94</td>
<td>0.89</td>
<td></td>
</tr>
</tbody>
</table>

In addition, a comparison has been made with other results found in the literature (Table 2). The comparison presented in Table 2 includes different methods focused on semantic segmentation. According to (Fusaro et al., 2023), the datasets were adapted to a binary problem as we do in section 4.1. Finally, an experiment was carried out with the aim of demonstrating the invariance of the obtained features. Figure 5 shows the variation of the precision...
and recall metrics of a point cloud rotated between 0 and 360 degrees. Ideally the graph should present a completely horizontal line, however, due to the different discretization of the space when rotating, the results vary very slightly, and it can be considered to be invariant to rotation.

4.6 Qualitative Evaluation

In Figure 6, the results are presented in a visual form, in which the parameters that compose the confusion matrix are shown in different colors: true positives (green), true negatives (purple), false positives (red) and false negatives (orange). Figures 6(a), 6(c) and 6(e) represent a perfectly labeled point clouds of the

Figure 6(a) and 6(c) show labeled point clouds from the SemanticKITTI and Rellis-3D datasets, respectively. Figure 6(b) and 6(d) represent the neural network inferences with the errors in orange and red and the hits in green and purple. On the other hand, Figure 6(e) and 6(f) represent the neural network inferences with the errors in orange and red and the hits in green and purple.
(a) Original point cloud.
(b) Point cloud rotated 45 degrees.
(c) Point cloud rotated 90 degrees.

Figure 7: Inference invariant to rotation.

Table 2: Results of different approaches on SemanticKITTI sequences 0-10. With [1]: (Redmon and Farhadi, 2018), [2]: (Wu et al., 2018), [3]: (Wu et al., 2019), [4]: (Qi et al., 2017), [5]: (Fusaro et al., 2023).

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>F1</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1]</td>
<td>93.4</td>
<td>93.0</td>
<td>87.4</td>
</tr>
<tr>
<td>[2]</td>
<td>90.1</td>
<td>89.4</td>
<td>81.4</td>
</tr>
<tr>
<td>[3]</td>
<td>92.3</td>
<td>91.9</td>
<td>85.5</td>
</tr>
<tr>
<td>[4]</td>
<td>90.0</td>
<td>93.0</td>
<td>87.4</td>
</tr>
<tr>
<td>[5]</td>
<td>89.2</td>
<td>91.4</td>
<td>84.9</td>
</tr>
<tr>
<td>Ours</td>
<td>96.6</td>
<td>95.9</td>
<td>92.3</td>
</tr>
</tbody>
</table>

In this paper have been presented a method for traversability estimation in point clouds using a sparse neural network with an encoder-decoder configuration. An analysis in terms of voxel size has been performed on different datasets.

The results obtained demonstrate a high robustness of the solution both in highly structured and natural environments and improve the results of the approaches that are found in the literature. In particular, the study shows that the estimation of traversability performs very well in semi-structured environments (SemanticKITTI, SemanticUSL). It is a more complicated task in highly disordered natural environments (Rellis-3D). It has also been shown that the results are invariant to changes in rotation in the same environment, giving rise to small variations that do not generally affect the assessment of the traversability of the space.

As future work, we plan to merge the visual information with the LiDAR representation to make the method more consistent. In addition, we plan to test the neural network on different robots with different sensors. Finally, we plan to address the problem of space traversability under a continuous (non-binary) paradigm that depends in some way also on the physical characteristics of the robot and not only on the terrain.

5 CONCLUSION

In this paper have been presented a method for traversability estimation in point clouds using a sparse neural network with an encoder-decoder configuration. An analysis in terms of voxel size has been performed on different datasets.

The results obtained demonstrate a high robustness of the solution both in highly structured and natural environments and improve the results of the approaches that are found in the literature. In particular, the study shows that the estimation of traversability performs very well in semi-structured environments (SemanticKITTI, SemanticUSL). It is a more complicated task in highly disordered natural environments (Rellis-3D). It has also been shown that the results are invariant to changes in rotation in the same environment, giving rise to small variations that do not generally affect the assessment of the traversability of the space.

As future work, we plan to merge the visual information with the LiDAR representation to make the method more consistent. In addition, we plan to test the neural network on different robots with different sensors. Finally, we plan to address the problem of space traversability under a continuous (non-binary) paradigm that depends in some way also on the physical characteristics of the robot and not only on the terrain.
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