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1 | INTRODUCTION

The location of a robot is a key aspect in the field of mobile robotics. This problem is
particularly complex when the initial pose of the robot is unknown. In order to find a
solution, it is necessary to perform a global localization. In this paper, we propose a
method that addresses this problem using a coarse-to-fine solution. The coarse local-
ization relies on a probabilistic approach of the Monte Carlo Localization (MCL) method,
with the contribution of a robust deep learning model, the MinkUNeXt neural network,
to produce a robust description of point clouds of a 3D LiDAR within the observation
model. The MCL method has been approached from a topological perspective, consider-
ing that the particles are initialized on the map positions where LiDAR scans have been
previously captured. For fine localization, global point cloud registration has been im-
plemented. MinkUNeXt aids this by exploiting the outputs of its intermediate layers to
produce deep local features for each point in a scan. These features facilitate precise
alignment between the current sensor observation (query) and one of the point clouds
on the map. The proposed MCL method incorporating Deep Local Features for fine local-
ization is termed MCL-DLF. Alternatively, a classical ICP method has been implemented
for this precise localization aiming at comparison purposes. This method is termed MCL-
ICP. In order to validate the performance of MCL-DLF method, it has been tested on
publicly available datasets such as the NCLT dataset, which provides seasonal large-scale
environments. Additionally, tests have been also performed with own data (UMH) that
also includes seasonal variations on large indoor/outdoor scenarios. The results, which
were compared with established state-of-the-art methodologies, demonstrate that the
MCL-DLF method obtains an accurate estimate of the robot localization in dynamic envi-
ronments despite changes in environmental conditions. For reproducibility purposes, the
code is publicly available T,
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sumption that the robot’s initial pose is unknown, a scenario often

The fundamental characteristic of a mobile robot [1] lies in its capacity
for autonomous navigation. This capability needs precise determination
of its position and orientation, a problem commonly referred to as local-
ization [2]. The algorithms developed to address this localization chal-
lenge can be broadly categorized as global or local, depending on the
robot’s initial state.

Global localization algorithms are designed to operate under the as-

Thttps://github.com/miriammaximo/MCL-DLF.git

termed the kidnapped robot problem. These methods enable the coarse

estimation of the robot’s pose leveraging sensor measurements.

However, some of these sensors have limitations. For instance,
Global Navigation Satellite System (GNSS)-based positioning systems
do not provide reliable data. This is due to the presence of significant er-
rors, particularly in areas with close proximity to buildings, where there
is no reliable satellite signal. Furthermore, this signal is not available
in indoor environments either, rendering these sensors unsuitable for

such applications and necessitating alternative sensing modalities for ac-
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curate localization. Other sensors that provide external environmental
information include cameras, radar, and LiDAR.

The use of cameras [3] enables a localization system based on visual
perception of the environment. Image features are extracted through
a variety of methods, ranging from more classical approaches [4, 5] to
more recent methods that integrate deep learning networks [6]. While
cameras offer a rich source of environmental information and are cost-
effective, they are highly susceptible to variations in lighting conditions
and environmental factors such as fog or rain, limiting their applicability
in dynamic environments.

In contrast, LiDAR (Light Detection and Ranging) sensors [7] exhibit
superior robustness to changes in illumination and environmental condi-
tions. By employing laser pulses to measure distances and construct 3D
environmental maps, LiDAR sensors provide high accuracy in obstacle
and environmental feature detection [8, 9].

Within the context of global localization, place recognition methods
play a pivotal role [10, 11]. These methods aim to identify previously
visited locations by comparing current sensor measurements against
a database of known maps, frequently constructed using SLAM tech-
nigques [12]. In many instances, this comparison is achieved through
methods that infer the similarity between two point clouds, often by
embedding each point cloud into a global descriptor and subsequently
comparing these descriptors using techniques such Euclidean distance
or cosine distance for nearest neighbor search.

A common technique for global localization is MCL [13], a particle
filter-based method. A key aspect of MCL is the utilization of environ-
mental information to update the particle set, representing hypothe-
ses of the robot’s pose. This information can be derived from various
sources, including image features [14, 15], LiDAR scan features [16], or
sensor fusion [17]. Thus, incorporating point cloud similarity into the
observation model allows for more robust localization compared to a
simple nearest neighbor search.

Place recognition methods [18] typically yield a coarse pose estimate,
necessitating the integration of local localization methods for refined
pose estimation. These local localization algorithms aim to determine
the robot’s pose relative to its immediate surroundings. Dead reckon-
ing, which estimates the robot’s current pose based on its last known
position and motion measurements from sensors like wheel encoders,
is a common approach. However, it is prone to error accumulation due
to factors such slip or friction of the wheels. Thus, it is necessary to
combine it with other methods to achieve greater accuracy.

Point cloud registration algorithms are employed for precise local lo-
calization. This can be addressed with the position of the points, as in
Iterative Closest Point (ICP) [19] and related methods [20], or by utiliz-
ing 3D point cloud features [21, 22]. In some cases this features are
obtained with a deep neural network [23, 24].

All'in all, to implement a complete localization method, a coarse-to-
fine approach is often adopted. This strategy involves initially obtaining
an approximate global pose, subsequently refined through local localiza-
tion techniques. Some methods focus on extracting local features and

global descriptors from point clouds using the same network [25]. How-

ever, in certain instances, it is requisite for the architecture to comprise
a dedicated network branch for the derivation of the global descriptor
and a separate branch for the extraction of keypoints and local descrip-
tors, thereby necessitating additional convolution operations for these

outputs.

In this paper, we explore a similar coarse-to-fine localization strategy.
For coarse localization, we employ MCL with an observation model that
compares point clouds. This comparison is performed by embedding
the point clouds into a deep learning descriptor using the MinkUNeXt

network [26], a U-Net architecture that utilizes 3D sparse convolutions.

The implementation of sparse networks facilitates the processing of
three-dimensional data, which can attain excessively large dimensions.
Given the inherent sparsity of 3D point clouds, these networks effi-
ciently process only occupied points or voxels, significantly reducing
computational overhead compared to dense networks. Additionally, U-
Net architectures [27], with their encoder-decoder design, effectively
capture spatial relationships, detailing 3D geometry analysis, focusing
on relevant data while mitigating the impact of noise.

Following the coarse localization stage, a fine localization method is
applied. This method analyzes correspondences between local features
of LiDAR scans, comparing the current scan with a map scan from the
region identified by the coarse localization. Feature extraction is per-
formed using the same network employed in coarse localization, but in
this case utilizing intermediate layer outputs. Notably, notwithstanding
that this network is not specifically trained to obtain local features. This
paper aims to investigate point cloud registration using sparse networks
without relying on predefined keypoints.

The proposed methodology enables precise robot pose estimation
without prior knowledge of the initial location. This approach has been
evaluated in environments characterized by dynamic changes, including

the presence of people, vehicles, and seasonal variations.

The contributions of this paper are presented as follows:

e A complete method, termed MCL-DLF, for the coarse-to-fine localiza-
tion of mobile robots in large scale environments and environmental
changing scenarios. This approach is suitable for both outdoor and
indoor environments, achieving robust performance during handover
situations, specifically transitions from outdoor to indoor settings
where environmental conditions undergo significant alterations.

e An implementation of the MCL method with an observation model
that allows robust coarse localization by using point clouds embed-
ded in a deep learning descriptor. This descriptor is provided by the
use of a 3D sparse convolutional neural, MinkUNeXt.

e A point cloud registration method for fine localization that reduces
position and orientation errors to achieve an accurate solution to the
robot’s pose. This method involves the correspondence between lo-
cal features of the point cloud, obtained through the intermediate
layers of the MinkUNeXt network. These correspondences are then
used to perform the registration with RANSAC.
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2 | RELATED WORK

2.1 | Point cloud-based localization

Localization based on 3D LiDAR data has become very popular in re-
cent years due to the fact that this type of sensor is able to capture the
elements of the environment with a high degree of accuracy. Further-
more, its robustness to variations in illumination and seasonal conditions
makes it preferable to other sensors such as cameras.

There are two approaches to LiDAR localization: coarse localization,
when the robot’s position is initially unknown; and point cloud registra-

tion, which refines the position after it is approximately estimated.

2.1.1 | Coarse localization

Several publications have focused on identifying previously visited loca-
tions, a task known as place recognition. This is accomplished using 3D
data by comparing the similarity between point cloud representations
to retrieve a query from a map database. Point clouds are encoded as
descriptors that encapsulate the global geometric features of the scene,
a process facilitated by deep learning methodologies.

One of the earliest studies related to this topic was PointNetVLAD
[28]. In this work, PointNet [29] and NetVLAD [30] are combined. The
extraction of local features is facilitated by PointNet, and these features
are then compactly grouped into a single descriptor by NetVLAD. The
training is performed by applying metric learning, so that it is capable of
generating similar descriptors for similar areas. This is done by applying
a loss function called "lazy triplet and quadruplet" which maximizes the
differences between descriptors of distant point clouds.

Further work [31] is also focused on using point clouds in place recog-
nition, including the relative orientation between the two point clouds.
In this case, the point cloud is converted to a 2D range image to be
used as input to the network. The network consists of a convolutional
neural network that provides two outputs: a rotation-invariant vector v
and a vector w that embeds the rotation information. The vector v is
compared with the vectors of the map’s point clouds to perform a near-
est neighbor search, and once the closest one is obtained, the relative
orientation is obtained using the w vectors of each cloud.

On [32], it also focuses on the orientation between point clouds. The
network input, in this case, is a 2D image obtained from the horizontal
plane projection of a point cloud. Utilizing a feature extraction module,
2D images are transformed into their frequency domain representation,
facilitating the creation of distinct place descriptors. Furthermore, the
system incorporates a differentiable phase correlation module, which
calculates the relative orientation between scan pairs through correla-
tion analysis performed within the frequency spectrum.

Another method proposed in [33], estimates the degree of similarity
between two LiDAR scans and their relative orientation. The network
input is a pair of LIDAR scans, which are converted into spherical projec-
tions. The network architecture is a siamese, which has two branches
with shared weights. The outputs of these branches both go to two dif-

ferent ones. The output is the degree of overlap between them, and the

yaw angle between them.

Recently, other architectures such as MinkUNeXt [26] relies on the
encoding of point clouds into global descriptors using 3D sparse convo-
lutions, this allows the use of all the information from 3D point clouds
without the need to be projected into a 2D image, so a large amount of
information is captured, but in an efficient way, since sparse networks
allow focusing only on the areas of the scan where there are points. Fur-
thermore, the use of networks with U-Net architecture allows capturing
the relative information between objects in the scene at different resolu-
tions. The developed architecture has proven to be robust on large-scale
datasets such as the Oxford RobotCar dataset [34], demonstrating bet-

ter performance than other architectures.

2.1.2 | Fine Localization

Fine localization can be achieved by performing a global point cloud reg-
istration. This approach provides a more accurate estimate of the posi-
tion and orientation of the robot. As a consequence, a LiDAR scan can
be aligned with a reference map or with a previously captured scan. The
result of this process is a transformation matrix, which includes informa-
tion about the 6 degrees of freedom of the robot.

A classic method used for point cloud registration is ICP [19]. This
method requires an initial transformation that roughly aligns the point
clouds. Then, the method performs a refinement of this transform. How-
ever, when the initial transformation differs significantly from the cor-
rect alignment between point clouds, the method does not guarantee
satisfactory results. For this reason alternative global registration tech-
niques have been developed, such as [35], where performance is im-
proved without the need of a more precise initial transform.

In other papers, the alignment between point clouds is achieved by
matching local features of the point clouds. These local features are
obtained through the use of neural networks. In [36], a neural network
capable of describing local areas is developed to set up correspondences
between 3D data.

In more recent work [37], deep neural networks are used to learn ro-
bust representations and associate corresponding points between point
clouds, improving registration accuracy in the presence of misalignment
and noise. These deep learning-based approaches offer a significant im-
provement over traditional methods, providing a more efficient and ac-

curate solution for point cloud registration.

Other approaches [38], take into account the registration of point
clouds from different modalities, i.e., captured with different sensors.
This is achieved by employing feature filtering to select points with high
confidence, then detecting the local areas with the most relevant infor-
mation. Finally, a transformation is obtained by optimising the align-
ment between the scans from local to global. This approach ensures
a highly accurate registration, making it particularly useful in environ-

ments where multiple types of sensors are used.
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2.2 | Localization with Monte Carlo algorithm

The MCL algorithm is a widely used method in the field of mobile
robotics to solve the kidnapped robot problem and to estimate the pose
of a robot in a previously known environment. This method is based on
particle filters. One of the best-recognized approaches was [13], where
the basis for the use of particle filters was established in the field of
localization.

The key aspect of this method is the use of a good observation model
which determines, depending on the current environment captured by
the robot, which weight is given to each of the particles that are dis-
tributed in a space. In some works, these observation models have re-
lied on the appearance of images. In [14], visual descriptors extracted
from images are used as an observation method. However, the use of
such observation methods presents challenges due to the noise in the
images.

In [33], the similarity of two LiDAR scans have been used as an ob-
servation method. This method uses deep neural networks to obtain
the similarity between the two point clouds. It has been shown that this
type of observation method works well in large and challenging environ-
ments.

A methodology for localization in large-scale environments is pro-
posed in [39]. The proposed method utilizes a deep neural network to
learn a probability distribution of the robot’s pose from bird's-eye view
(BEV) images of LiDAR point clouds. This learned distribution is used to
initialize the particles in MCL, instead of a random uniform distribution.
This allows MCL to start with considerably more accurate pose estima-
tion, which accelerates convergence and improves overall accuracy.

In this paper, we propose an integration of MCL with an observation
model predicated on the MinkUNeXt network. MinkUNeXt's encoder-
decoder architecture, coupled with its sparse nature, facilitates the ex-
traction of detailed and differentiated information from LiDAR scans,
adapting to diverse environmental configurations. Consequently, by
employing a pre-existing map enriched with this information, the MCL
method exhibits accelerated convergence towards the optimal solution.
Furthermore, the method has significant robustness, enabling the acqui-
sition of precise localizations even in the presence of map areas with

environmental similarities but distant locations.

3 | METHODOLOGY

The following section will provide a detailed description of the method-
ology employed in the localization process, including both coarse and
fine localization. The coarse localization is supported by the MCL
method, using as an observation model the descriptors extracted with
the neural network MinkUNeXt from the 3D LiDAR scans. Once this
first estimate for the robot’s pose has been obtained, fine localization
is carried out, for which two alternative methods are proposed. The
first alternative is the classic ICP method. The integrated method result-
ing from the combination of MCL and ICP, is refered to throughout this

paper as MCL-ICP. The second alternative is to use the output of one

of the intermediate layers of the MinkUNeXt network. This approach
extracts information from the scan points in order to establish the trans-
formation between the two point clouds. The combination of the MCL
method and this Deep Local Features (DLF) is denoted as MCL-DLF. The

coarse and fine methods are illustrated in Figure 1.

3.1 | Monte Carlo Localization method

3.1.1 | Description of the method

The MCL algorithm [13] aims to estimate the position and orienta-
tion of the robot, i.e. its state x; = (x,y,0) at time ¢, utilizing data
Zy = zgj = 1,..., k of the environment and the robot’s movements u;.; =
{uy,uy,...,us }. The probability density function p(x;|zy.¢, uy.¢) is repre-
sented by M random samples, termed particles Sy = {sj(;i =1,..,M}.
At the initialization of this method at time ¢t = ¢y, a random set of
particles Sy = sé is generated. In this paper, the MCL method has been
implemented using a topological approach, so that the particles are ini-
tialized at the (x, y) positions where the point clouds that constitute
the map have been captured. The initial orientation of each particle is
random. Consequently, each particle is given by so = {xo, y0,6p}. Once
the initial set of particles is defined, the following process is performed

iteratively:

e Prediction phase: In this phase, a new set of particles, denoted by S;
and corresponding to the time ¢, is generated from the preceding set,
denoted by S;_1, and a control signal u;. This new set is the result of
shifting each of the particles in the set at the previous time according
to the motion of the control signal. The set S; represents the density
p(x¢|z1:t,uq:t). The motion model shall be defined in Section 3.1.2.

e Update phase: In this phase, the observation z; taken by the robot
is used to calculate each of the weights w/ of the particles in the set
S¢. The process of weight assignment is described in Section 3.1.3.
From this process, s} = (xi, w!) is obtained for each of the particles
on which afterwards the resampling is performed. The resampling
process is conducted randomly with the probability of selection given
by the values of the particle weights. The resulting set of particles will
have the same extent M as the input set, and will be composed of the
particles with the highest weights.

Once these two procedures have been carried out, the estimated po-
sition of the MCL method will be given by Equation 1 as the mean posi-
tion of the set of particles of that iteration.

100
=gy 2t &)

Subsequently, the process continues iteratively. In order to obtain
a more accurate position, the position §; obtained in each iteration is

refined in accordance with the process described in Section 3.2.
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FIGURE 1 Schematic of the proposed localization method, consisting of coarse localization and fine localization. Coarse localization process:
The inputs are the point clouds of the map and the query point cloud, which is derived from the current observation of the robot. From these points
clouds the global descriptors are extracted with MinkUNeXt. These descriptors are used as an observation model in the MCL process. Finally, the
output of this process is the estimated (x,y) position of the robot. Fine localization process: Two alternative methods are presented, both requiring
as input the query point cloud and the closest point cloud of the map to the position (x,y) obtained with MCL. The first alternative method, is
ICP, which also requires an initial transformation to relate the two point clouds in position and orientation. These data are obtained from the
coarse localization process. The second alternative method, involves the use of an intermediate layer (3D Sparse Transpose Convolution 2) of the
MinkUNeXt network to obtain the features of each point of the scans F and Q, which are used to do feature matching between points in both
scans. The outputs of these two methods are the 6DoF estimated position of the robot.

3.1.2 | Motion Model new state of the particle is obtained according to Equations 2, 3y 4.

Xt = Xo + d; * cos(8g + AB;) (2)
In the prediction phase of the MCL method, the particles are propagated
with the odometry data. The relative odometry between the previous
and the current pose is thus considered. With these relative odometry Yt = Yo+ dpxsin(Bo +A0t) )
defined as u; = (Ax¢, Ay, AG;). The distance travelled by the robot on

the basis of this odometry will be d; = +/Ax;$ + Ay;5. Therefore, the 0 = 0o + A6; (4)
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Once these data have been obtained and following the perspective of
the topological method. Each particle will be approximated in x and y

with the position of the nearest node.

3.1.3 | Observation model

The MCL method evaluates the probability of each generated particle
in the set being at the current position of the robot. Therefore, this
measure reflects the proximity of each particle to the actual pose of the
robot. To conduct this evaluation, MCL employs an observation model.
This observation model assigns a weight to each particle, based on a
comparison of the features of the environment observed by the robot
and those of the map. In this case, the study of the features of the
environment is carried out on the basis of the point clouds obtained
with a LiDAR sensor.

The point clouds have a great amount of information. Consequently,
the process of comparing scans to assess their similarity would neces-
sitate a significant computational cost. Therefore, we have opted to
utilize deep learning techniques that facilitate the embedding of the
point clouds, thereby ensuring the preservation of the most salient infor-
mation and significantly reducing the time required for computational
comparisons. In this paper, the MinkUNeXt [26] architecture is em-
ployed, a neural network capable of efficiently encoding extensive three-
dimensional geometric environments.

The main objective of the MinkUNeXt architecture is to solve the
problem of place recognition using point clouds, for which this neural
network uses 3D sparse convolutions. Feature extraction is performed
at different scales according to a U-net architecture with an encoder-
decoder topology. In the encoder section, a progressive reduction of
resolution is done to obtain from finer to more general features. In the
decoder section, a progressive upsampling is implemented, reconstruct-
ing the point cloud until the original resolution. Also, in the decoder, skip
connections are performed with the encoder to merge general and fine
features. After the decoder, there is a fully connected layer to provide
the descriptors of each point in the cloud with invariance to viewpoint
changes. Finally, the feature map passes through a Generalized Mean
Pooling layer, where it is embedded in a single descriptor of length 512.
In this way, thanks to the MinkUNeXt architecture, it is possible to de-
scribe the relevant information of a point cloud in a single vector. The
layers of this network employ 3D sparse convolutions, enabling the effi-
cient capture of relevant information from the point cloud. This network
is implemented using the Minkowski Engine library. [40]

This architecture is employed to calculate the map descriptors, de-
noted as Dmap = {di,...,dn} and the robot descriptor dguery. dguery
is derived from the point cloud captured by the robot at time ¢. Con-
versely, each descriptor in the set Dy, is generated from a point
cloud of the map. The map consists of N two-dimensional nodes
{(mx.n1y)s ... (nnx.NN,y)}, €ach containing a point cloud that has
been captured at the position where the node is located.

During the robot’s localization process, the current robot descriptor

dquery, is compared against all the map descriptors in Dy, to assess the

similarity between the robot’s current perception and the map’s repre-
sentations. Subsequently, the B map descriptors that exhibit the highest
similarity to dguery, as determined by the shortest Euclidean distance in
the descriptor space, are selected.

The weight of each particle is determined by two distances: the met-
ric distance, Vi, and the distance in the descriptor space hj.

The metric distance is calculated as v; = (ng x, nk,, ) — (xi, yi), where
(nk x» nk.y) is the position of one of the B nodes of the map and (x;, y;)
is the position of the particle i.

Alternatively, the distance of the descriptors can be expressed as h; =
|d¢ — di|, where dy is the descriptor of one of the B nodes of the map
and d; is the descriptor of the closest node of the particle in the map.

The matrices 3, = diag(c?,02) and X, = 1/0, are also employed to
model the adjustment of the weights. The total weight of each particle
is calculated in Equation 5 and the described process can be observed
in Figure 2.

B
wp = Zexp(—VjZ/”va)exp(—hjZ,T,ﬂh}—) (5)
J=1
Thus, the observation process allows to weight each particle in the
set and perform successive iterations as the robot moves. The conver-
gence process of the particles during MCL iterations is illustrated in Fig-

ure 3.

3.2 | Finelocalization

Once the global localization has been carried out using the MCL method
with the proposed observation model, we proceed to estimate the pose
more precisely.

The initial location obtained through the coarse method will be uti-
lized for the subsequent procedure. The point cloud of the map that is
closest to this initial location will be employed as the reference point for
the subsequent analysis. With this point cloud and the one captured by
the robot at the current time, pairwise registration will be performed. In
this paper, two alternative methods have been evaluated: ICP and deep

local features from the intermediate layers of the MinkUNeXt network.

3.2.1 | Iterative Closest Point (ICP)

In this case, the coarse localization phase is first addressed through
the MCL process described in the preceding section, and subsequently,
the ICP method is employed for fine localization; this combined global
method is termed MCL-ICP (Monte Carlo Localization - Iterative Closest
Point).

ICP is a classic registration algorithm. To start with, it needs a ho-
mogeneous transformation matrix T that roughly relates the two point
clouds: target (Q) and source (F). This method allows the matrix to be
refined to improve the alignment between these two point clouds.

The ICP method consists in finding correspondences K = {(p,q)},

where p and g are points of the point clouds P and Q respectively.
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Map {(n1,x, N1,y)s -, (M, )b {da, dn}
®  Robot dguery
e Particlei (x;,yi)

Closest descriptor (ng, x, Nk,y), d
e Robot dguery
e Particlei (x;,Yy)), d;

vj

(a) Initial conditions

(b) Weight process

FIGURE 2 Weighting process of particle i. (a) the map nodes, located at positions {(n1 x,n1,), ... (nn.x> 1N,y ) }, are visualized as grey circles.
Particle i, at coordinates (x;, y;), is shown in red, and the robot, for which we only know the descriptor dguer, from the LIDAR observation, is shown
in green. This descriptor is used to compare with all map descriptors {dj, .., dy }. (b) the map node with the closest descriptor is shown as a grey
circle. Then, v; is calculated as the difference between the node’s position (n; x. n; ,) and the particle’s position (x;, y;). Finally, h; is calculated as
the difference between dy and d;, where d; is the descriptor of the map node where the particle / is located.
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FIGURE 3 Particle locations, in red, relative to the map positions, in grey, and the robot’s current location, in green. (a) the particles are shown
distributed across all map nodes. (b) and (c) the particles converge to a smaller area of the map. (d) the particles have converged to very close areas

near the robot’s actual location.

Based on these correspondences, we then update the transformation
T by minimizing a cost function £(T), which is specific to the chosen
variant of the ICP algorithm and its implementation. In this case, Point-
to-plane ICP has been used, where E is defined according to Equation
6 (where nj is the normal of point p).

E(M)= > ((p-Tg)np)3 (6)

(p.q) ek

3.2.2 | Deep Local Features (MinkUNeXt)

In this method, coarse localization is also achieved using MCL, and sub-
sequently, fine localization is performed utilizing deep local features;
this complete method is termed MCL-DLF (Monte Carlo Localization -

Deep Local Features).

This fine localization is achieved by extracting the information from
the intermediate layers of the MinkUNeXt network. The study of
the output provided by a sparse encoder-decoder network, such as
MinkUNeXt, for representing 3D geometric spaces has been conducted,
achieving high accuracy through the use of specific intermediate layers,

without the necessity of training for this specific task.

The information from these intermediate layers shall consist of de-
scriptors for each point in the point cloud. The point cloud’s size and

the length of its descriptors rely on the output of the layer being used.

Once we have obtained the descriptors of the two point clouds, we
will proceed to calculate the correspondences between the points of
both point clouds. Considering the feature points of two scans, F and Q,

represented by the sets Fr = {71, f2, ..., fp; } (Where j denotes the total
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number of points in F) and Fo = {f;1, fy2, ..., fak } (Where k denotes the
total number of points in Q), we generate correspondences K = {(p,q)}
based on their Euclidean distances. These correspondences, along with
the original point clouds, are then used by the RANSAC [41] method to

estimate the transformation between the scans.

4 | EXPERIMENTS

4.1 | Datasets

In order to evaluate the proposed method, data from the University of
Michigan North Campus Long-Term Vision and LiDAR Dataset (NCLT)
[42] dataset have been utilized. Furthermore, experiments have been
carried using own data captured at the Miguel Hernandez University of
Elche. These datasets have been selected due to they were captured in
challenging environments. They encompass large-scale settings exhibit-
ing significant variability, particularly seasonal changes. Furthermore,
they include handover scenarios involving transitions between outdoor
and indoor environments.

4.1.1 | NCLT

The NCLT dataset [42] consists of data from different sensors inte-
grated in the Segway robotic platform. These sensors include: omni-
directional imagery, 3D LiDAR, planar LiDAR, GPS, proprioceptive sen-
sors and odometry. Specifically, the 3D LiDAR sensor is the Velodyne
HDL-32E LiDAR.

The odometry is estimated with an Extended Kalman Filter (EKF) that
fuses data from the robot’s wheel encoder, a single-axis Fibre Optic
Gyro (FOG) and an Inertial Measurement Unit (IMU). In addition, this
dataset also provides ground-truth pose data for all sessions generated
via SLAM.

The data have been captured in indoor and outdoor areas of the Uni-
versity of Michigan’s North Campus. It contains 27 mapping sessions,
captured on different days and at different times over a period of 15
months.

This variety of routes has enabled the acquisition of scenarios with
major changes, such as alterations in lighting, variations in tree foliage,
and the presence or absence of snow on the streets. Additionally, there
are other elements that are subject to change, including obstacles such

as people or bicycles.

4.1.2 | University Miguel Hernandez of Elche (UMH)

The second dataset consists of information related to routes recorded
on the Miguel Hernandez University of Elche campus *. These routes
have been acquired with a Husky A200 robot. The main purpose of
recording these routes is to test navigation, mapping and localization
algorithms for mobile robots. The true positions of the routes have been
obtained, these will be utilized to calculate the error when compared to

*Data is available at https://arvc.umh.es/db/databases/

the poses obtained through our localization method. The true positions
have been obtained through the use of a SLAM process. The acquisition
of point clouds has been enabled by the integration of the Ouster OS1-
128 LiDAR within the robotic platform.

The routes in this environment comprise both indoor and outdoor
areas as illustrated in Figure 4. The outdoor areas refer to the green
spaces and structures present within the campus environment. Mean-
while, the indoor areas correspond to the indoor spaces within univer-
sity buildings.

These data were collected over several months in different seasons,
allowing the observation of changes in the environment, including vari-
ations in the foliage of the trees. Additionally, other dynamic changes,
such as the presence of people, bicycles or cars can be discerned. The

point clouds of one captured session are illustrated in Figure 5.

4.2 | Implementation Details

In MinkUNeXt [26], the training process was performed using the Ox-
ford RobotCar dataset and a dataset proposed in [28]. The data from
these databases, used for training in [26], contain scans with only 4096
points, unlike the NCLT and UMH databases, which have higher point
count. To generalize to these types of scans, the weights obtained from
[26] were used to perform transfer learning with the NCLT and UMH
databases. The trajectories that have been selected for training the net-
work are shown in Tables 1 and 2.

The clouds obtained with the LiDAR sensors have been processed to
make the inferences for description extraction. During this preprocess-
ing stage, points located at a distance exceeding 50 meters from the
LiDAR origin are removed. The justification for this is that beyond that
range, the point density becomes insufficient due to the LiDAR’s opera-
tional limitations. After this, a normalization step is performed to center
the point cloud at the LiDAR sensor’s origin. Subsequently, the points
are spatially scaled using an optimal scale factor of 50. This scaling en-
sures that all points are mapped to the range [-1, 1], given that no points
are located beyond 50 meters from the origin. In addition, a downsam-
pling process is implemented, in which the points within the point cloud
are significantly reduced. In the next step, the points belonging to the
ground plane are removed, as they do not provide valuable information.

A similar procedure is employed to process the point clouds to per-
form the point cloud registration method. The normalization step is not
carried out in this case, because this would modify the dimensionality
of the point cloud.

A reference map has been used in the experiments. In each case, the
formation of the map has been determined by the same trajectories em-
ployed during the retraining of the network. Therefore, for each dataset,
the map is given by the trajectories indicated in Tables 1 and 2. The for-
mation of the map comprises the point clouds and the positions of each
of them. Another fact is that the nodes of these maps are spaced every
1 meter, thus reducing the computational expense in the MCL method.
Figure 6 illustrates these maps, showing the points that form the map

from a satellite view.
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(a) Outdoor point cloud (b) Outdoor environment (c) Satellite view of outdoor environment

(d) Indoor point cloud (e) Indoor environment (f) Satellite view of indoor environment

FIGURE 4 Appearance of the dataset environments captured at UMH. (a) (b) (c) outdoor environments and (d) (e) (f) indoor environments. (c) a
trajectory captured entirely in an outdoor environment is shown. (f) a trajectory captured partly outdoors and partly indoors is presented.

FIGURE 5 Aggregated point clouds of a robot trajectory in the campus of Miguel Hernandez University of Elche.

carried out with different routes. These differ from the routes that con-

In order to evaluate the proposed method, experiments have been

stitute the map. These routes are presented in detail in Tables 1 and

2.

The following section details the results of experiments conducted

using the proposed method. In these experiments, the MCL method is
employed so that the particle update is performed each time the robot
has travelled one meter. The method is initialized after 20 iterations.
The position is considered to be non-knowledgeable, so the particles
are re-initialized at all map nodes.
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(@) NCLT

(b) UMH

FIGURE 6 Satellite view in OpenStreetMap of the data included in the maps of the (a) NCLT and (b) UMH datasets.

TABLE 1 Data sessions from University of Michigan North Campus
Long-Term vision and LiDAR Dataset used for network training, mapping
and experiments.

Date [YYYY-MM-DD] Length [km] Usage

2012-01-08 6.4 Train and map
2012-01-15 7.5 Train and map
2012-01-22 6.1 Train and map
2012-02-02 6.2 Train and map
2012-02-04 55 Train and map
2012-03-31 6.0 Train and map
2012-02-18 6.2 Experiment February
2012-04-29 3.1 Experiment April
2012-05-11 6.0 Experiment May
2012-06-15 4.1 Experiment June
2012-08-04 5.5 Experiment August
2012-10-28 5.6 Experiment October
2012-11-04 4.8 Experiment November
2012-12-01 5.0 Experiment December

TABLE 2 Data Sessions from University of Miguel Hernandez Uni-
versity data used for network training, mapping and experiments.

Date [YYYY-MM-DD] Length [m] Usage
2024-04-24 481.40 Train and map
2024-05-03 472.30 Train and map
2024-05-07 299.70 Train and map
2024-05-14 473.00 Train and map
2024-04-24 346.40 Experiment April
2024-06-20 303.68 Experiment June
2025-01-21 171.19 Experiment January

Furthermore, regarding fine localization estimate, ICP and registra-
tion with deep local features is tested in these experiments. On the
other hand, deep local features method does not require a prior initial
transformation, whereas ICP does. In order to form the transformation,
it is necessary to have x, y, z position, as well as ro//, pitch and y aw ori-
entation. We assume that the robot is above and parallel to the ground,
so we consider z, rol/l and pitch as zero. The values of x and y will be
determined by the results of MCL in that particular iteration. The yaw
angle is calculated using trigonometric methods, with the MCL positions
estimated in the current and previous iterations.

4.3 | Results and Discussion

In order to evaluate the proposed method, a series of experiments have
been carried out using the datasets presented in Section 4.1. Firstly,
the performance of the different intermediate layers of the MinkUNeXt
network has been evaluated for fine localization. A comparison has also
been made between the results obtained with the present method and
those obtained in other works of the state-of-the-art in large-scale en-
vironments. In addition, results have been included differentiating be-
tween indoor and outdoor environments. Finally, to verify the applica-
bility of this method to other datasets, the effectiveness was studied

with our own data.

4.3.1 | Evaluation of fine localization with
MinkUNeXt layers outputs

A study has been carried out to analyze the fine localization result with
the descriptors obtained with all the layers of the MinkUNeXt network.
The output of each layer is a point cloud, wherein each point possesses
an associated descriptor. It is important to note that this output point
cloud does not maintain the same dimensionality as the input point

cloud. The reason for this is that MinkUNeXt is a network that possesses
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| Encoder | Decoder |
[ 1 1
3D Sparse Batch Nor- ReLU 6 MinkNext 3D Sparse
Transpose malization Block 5 Transpose
Convolution 1 Transpose 1 Convolution 2

FIGURE 7 MinkUNeXt network architecture. The layers whose output has demonstrated superior performance for the purpose of fine local-
ization are highlighted in colours. The results of these layers are shown in Table 3

TABLE 3 Mean and median error of the position and orientation obtained with different layers from the MinkUNeXt network in the NCLT

dataset. The best results are shown in bold.

Position Orientation

Median error [m] Mean error [deg] Median error [deg]

LAYER Length descriptor Mean error [m]
3D Sparse Transpose Convolution 1 192 1.72
Batch Normalization Transpose 1 192 1.79
RelLU 6 192 1.71
MinkNext 5 192 3.65
3D Sparse Transpose Convolution 2 192 1.37

0.97 5.07 1.83
0.69 444 2.26
0.96 9.42 3.20
1.02 11.34 3.23
0.86 3.59 2.56

a U-Net architecture, wherein the point cloud undergoes a reduction in
dimensionality within the layers belonging to the encoder, followed by a
subsequent increase in dimensionality within the layers of the decoder.

The results obtained for all the layer outputs were analyzed, with the
best results found for the layers located at the beginning of the decoder
section of the network. The layers that provide better results are shown
in colours in Figure 7. These layers are located immediately after the
encoder, at the beginning of the decoder part of the network.

The results obtained in these layers are shown in Table 3. This table
shows that the average error, both in position and orientation, is lower
in the 3D Sparse Transpose Convolutional 2. Consequently, this layer
will be selected in the method developed for fine localization.

4.3.2 | Evaluation in large scale environments

In this section, the performance evaluation of the global localization

method is carried out. This evaluation is conducted by comparing the

results obtained with MCL-DLF, which employs deep learning, against
state-of-the-art outcomes and, concurrently, with MCL-ICP, a classical
method based on ICP.

The dataset selected for this evaluation is the NCLT dataset. This
dataset has been selected to demonstrate the robustness of the method
in large-scale environments with many dynamic elements. This will al-
low us to test whether the method can be generalized to year-round
localization using maps taken in the months of January to March.

In order to compare the results obtained with this dataset, a review
of the state-of-the-art was carried out, and the Localising Faster method
presented in [39] was selected to compare the error results in Tables 4
and 5. This method has been selected due to its relevance as a state-
of-the-art approach for global localization, incorporating deep learning
techniques and utilizing a challenging dataset with seasonal variations.
This tables show the error values obtained in both position and orien-
tation using both methods. With regard to the aforementioned tables,
it should be noted that the state-of-the-art results for each month are
obtained with 14,000 to 33,000 tests, whereas in our case they are ob-
tained with 1,800 to 5,000.
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TABLE 4 Mean and median error in meters of the position obtained

with the global localization method in the NCLT dataset. Including fine

localization results obtained with local features and with ICP. The results presented in the State-of-the-Art (SOTA) are also included. The best

results are shown in bold.

SOTA [39] MCL-DLF (ours) MCL-ICP
MONTHS median error [m] mean error [m] median error [m] mean error [m] median error [m] mean error [m]
February 1.74 8.77 0.49 0.85 0.19 1.01
April 1.69 2.88 0.55 0.73 0.22 0.82
May 2.02 15.3 0.66 3.93 0.26 4.66
June 1.99 11.57 0.72 4.69 0.29 4.86
August 2.13 14.06 0.57 0.75 0.23 1.27
October 2.14 17.33 0.52 0.77 0.22 1.31
November 3.98 17.33 0.76 2.23 0.28 2.32
December 3.59 32.08 0.64 2.32 0.25 2.40
Overall 2.18 16.55 0.58 1.82 0.23 2.00

TABLE 5 Mean and median error in degrees of the orientation obtained with the global localization method in the NCLT dataset. Including
fine localization results obtained with local features and with ICP. The results presented in the State-of-the-Art (SOTA) are also included. The best

results are shown in bold.

SOTA [39] MCL-DLF (ours) MCL-ICP
MONTHS median error [deg] mean error [deg] median error [deg] mean error [deg] median error [deg] mean error [deg]
February 3.25 6.19 1.62 242 1.23 4.09
April 3.36 4.43 1.81 2.77 1.46 5.14
May 3.34 9.50 2.35 4.74 1.61 7.91
June 3.17 7.96 2.32 4.78 1.58 8.89
August 3.66 8.52 2.06 2.92 1.47 4.92
October 3.67 11.58 1.72 2.80 1.29 4.55
November 5.12 17.98 2.60 5.14 1.66 7.62
December 4.72 14.51 2.72 4.13 1.43 6.45
Overall 3.65 4.99 1.99 3.39 1.42 5.61

Table 4 shows the estimation position results. It can be observed that
the position obtained with SOTA has higher values of mean error with
respect to its median. This observation suggests the presence of consid-
erable localization errors in certain areas. The use of MCL-DLF reduces
these median and mean errors, thereby increasing precision. The use of
MCL-ICP has resulted in an improvement to the median error, whereas
the mean error has increased slightly compared to the deep local fea-
tures method. This may be due to ICP being less robust and having
more outliers than deep local features approach.

Table 5 shows orientation errors, where the SOTA presents higher
median and mean error values than the other two proposed methods.
Moreover, similar to the results obtained for the position estimate in
Table 4, MCL-DLF provides lower mean errors than MCL-ICP. There-
fore, the error values obtained using MCL-DLF and MCL-ICP show that
there has been an improvement in both position and orientation accu-
racy compared to SOTA.

Furthermore, Tables 4 and 5 show that the SOTA method presents
certain variability in the mean errors across different months, while MCL-

LDF and MCL-ICP, maintains a relatively small range of variability in the

mean error over the different months. This verifies that the proposed
method is invariant to seasonal changes.

As mentioned above, the results obtained with MCL-ICP for both po-
sition and orientation are better than those obtained with MCL-DLF in
terms of median error, but not in terms of mean error. This is because
ICP is sensitive to the initial pose of the point clouds; if the initial mis-
alignment is too large, ICP may fail to converge to the correct alignment
or it might get stuck in a local minimum. This is why, despite obtaining
a higher median accuracy, in many cases where the initial alignment is
very inaccurate, it does not operate adequately.

On the other hand, the alignment based on deep local features is
robust to these problems, as they do not require a prior initial transfor-
mation, and rely on the local features of the point clouds to perform the
alignment. Figure 8 shows an example in which the query cloud cap-
tured by the robot and the nearest cloud on the map are initially com-
pletely misaligned by an angle of approximately 180 degrees. The ICP
result demonstrates a significant difference from the correct alignment.
By contrast, with the deep local features, a good point cloud registration

result is achieved.
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(c) ICP result (d) Deep Local Features result

FIGURE 8 Results obtained for the fine localization. Point cloud alignment achieved with the two localization methods evaluated, (c) ICP and

(d) Deep Local Features.

The localization errors in orientation have been compared with other
methods that also obtain the robot’s orientation, and which have been
tested with the NCLT dataset. This comparison has been made with
the OREQS [31], OverlapNet [33] and DiSCO [32] papers described in
Section 2. Table 6 shows how MCL-DLF outperforms other methods in
terms of mean orientation error. It should be noted that the results in
Table 6 for the other methods do not present point cloud registration.
Therefore, it is concluded that the use of fine localization after coarse
localization improves the results. Performing values similar to those ob-
tained with DiSCO.

TABLE 6 Meanand standard deviation errors in degrees of the orien-
tation estimation in NCLT dataset. The presented results from OREOS,
OverlapNet and DiSCO are extracted from [32] .

Approach in NCLT Mean [deg] Std [deg]
OREOS [31] 15.95 21.31
OverlapNet [33] 11.59 24.10
DiSCO [32] 2.81 4.01
MCL+DLF (ours) 3.39 5.40
MCL+ICP 5.61 12.69
4.3.3 | Evaluation in indoor and outdoor

environments

To test the robustness of the method in indoor and outdoor environ-
ments, the results of one of the months were taken and separated into
indoor and outdoor environments. Tables 7 and 8 show the indoor, out-
door and overall results for the February session.

It can be observed that the errors obtained in both cases are not very
different from indoor to outdoor areas. This error variation is greater for
MCL-ICP. However, for MCL-DLF, the error is very similar indoors and
outdoors, both in position and orientation. Consequently, the MCL-DLF
method achieves precise localization regardless of whether the robot is
situated in outdoor or indoor environments, demonstrating robustness

without dependence on a GPS sensor.

TABLE 7 Mean and median error in meters of the position obtained
with the global localization method in the NCLT dataset, only in Febru-
ary. The results are divided into indoor and outdoor parts of the trajec-
tory, and the results for the entire month are also included.

MCL-DLF (ours) MCL-ICP
median [m] mean [m] median [m] mean [m]

February

0.46 0.48 0.14 0.15
Indoor
February

0.48 0.87 0.19 1.03
Outdoor
February

0.48 0.86 0.19 1.74
Overall

TABLE 8 Mean and median error in degrees of the orientation ob-
tained with the global localization method in the NCLT dataset. The
results are divided in the indoor and outdoor parts of the trajectory.

MCL-DLF (ours) MCL-ICP
median [deg] mean[deg] median[deg] mean [deg]

February

1.48 1.66 0.99 1.88
Indoor
February

1.63 243 1.24 4.14
Outdoor
February

1.62 2.42 1.23 4.09
Overall
4.3.4 | Evaluation with in-house data

In addition, studies have been carried out with our own dataset, col-

lected on the campus of the Miguel Hernandez University, to observe
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the results for other dataset and to be able to generalize the method
presented in other environments.

The peculiarity of this dataset is that it contains many similar envi-
ronments, as shown in Figure 5, so the performance is complex in this
case. Thus, the deep local features of the map can be very similar in very
distant places. Therefore, an initial coarse localization permits focusing
on a single area of the map and hence avoiding mislocalization.

The results of this evaluation are shown in Tables 9 and 10 where
similar accuracy is obtained with respect to the previous results in the
NCLT dataset.

In the experiments carried out, it can be seen that the orientation
errors obtained with MCL-ICP are much higher than the errors obtained
with MCL-DLF. Again, this is because the first method is very sensitive to
errors in the initial transformation provided, so if the initial orientation
is very different from the correct orientation, the method will converge
on an incorrect solution.

In contrast, MCL-DLF is robust to large changes in orientation, as
shown in Figure 8, since MCL-DLF does not rely on an initial transfor-
mation to generate the registration, and therefore, is unaffected by a
poor initial orientation.

TABLE 9 Mean and median error in meters of the position with the
global localization method in the UMH dataset. Including fine localiza-
tion results obtained with local features and with ICP. The best results
are shown in bold.

MONTH MCL-DLF (ours) MCL-ICP

median [m] mean [m] median [m] mean [m]
April 1.62 1.67 1.40 1.62
June 1.49 1.74 1.64 1.70
January 5.93 6.76 5.80 6.41

TABLE 10 Meanand median error in degrees of the orientation with
the global localization method in the UMH dataset. Including fine local-
ization results obtained with local features and with ICP. The best results
are shown in bold.

MONTH MCL-DLF (ours) MCL-ICP

median [deg] mean[deg] median[deg] mean [deg]
April 5.76 9.37 24.85 20.17
June 10.00 12.81 24.36 22.17
January 8.34 11.98 59.59 73.45

5 | CONCLUSIONS
A complete method for accurate global localization from coarse-to-fine
has been presented. This approach, denoted as MCL-DLF, involves an
initial localization step that roughly estimates the pose, followed by a
more accurate refinement step.

The primary benefit of this strategy is improved accuracy. By first nar-
rowing down the possible locations of the robot in the coarse stage, the
subsequent fine localization step can focus its computational resources
on a smaller region of the environment.

Deep learning techniques are employed for both stages of the pro-
cess, enabling the extraction of features from point clouds. This infor-
mation is then used to compare with features from a pre-existing map,
allowing the localization of the robot.

The coarse localization is based on the use of MCL, employing the
global point cloud descriptor information as an observation model. This
descriptor is extracted from a point cloud using MinkUNeXt. This net-
work employs 3D sparse convolutions, thereby enabling the efficient
encoding of extensive three-dimensional geometric environments. The
fine localization utilizes point-wise descriptors generated from the in-
termediate layers of the MinkUNeXt neural network. A comparison has
been done between the results provided by the MinkUNeXt-based point
cloud registration approach and the classical ICP algorithm. Further-
more, a relevant state-of-the-art method has been compared against
the NCLT dataset, as well as other state-of-the-art proposals.

The evaluation of this method on the challenging NCLT dataset and
an in-house UMH dataset, shows high accuracy in dynamic environ-
ments and under varying environmental conditions. It has been proven
that by using a map with data from specific months, precise localization
can be achieved in other months with different environmental appear-
ances, without significant variations in the resulting error. Furthermore,
the method ensures accurate localization, evenin large environments. In
addition, the localization method performs well in indoor and outdoor
environments. In conclusion, MCL-DLF is a viable option delivering high
accuracy in a variety of conditions, including indoor-outdoor scenarios,

environmental changes, and the presence of dynamic entities.
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