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Abstract: Electrical energy is consumed at the same time as it is generated, since its storage is
unfeasible. Therefore, short-term load forecasting is needed to manage energy operations. Due to
better energy management, precise load forecasting indirectly saves money and CO2 emissions. In
Europe, owing to directives and new technologies, prediction systems will be on a quarter-hour basis,
which will reduce computation time and increase the computational burden. Therefore, a predictive
system may not dispose of sufficient time to compute all future forecasts. Prediction systems perform
calculations throughout the day, calculating the same forecasts repeatedly as the predicted time
approaches. However, there are forecasts that are no more accurate than others that have already
been made. If previous forecasts are used preferentially over these, then computational burden will
be saved while accuracy increases. In this way, it will be possible to optimize the schedule of future
quarter-hour systems and fulfill the execution time limits. This paper offers an algorithm to estimate
which forecasts provide greater accuracy than previous ones, and then make a forecasting schedule.
The algorithm has been applied to the forecasting system of the Spanish electricity operator, obtaining
a calculation schedule that achieves better accuracy and involves less computational burden. This
new algorithm could be applied to other forecasting systems in order to speed up computation times
and to reduce forecasting errors.

Keywords: short-term load forecasting; computational burden; forecasting schedule; performance
evaluation

1. Introduction

Short-term load forecasting (STLF) is used to manage the production and distribution
of electricity, and operate electricity markets from the current hour to the following days. If
the electricity operator overestimates future electricity load, there will be extra production
costs that will lead to economic losses. On the other hand, if the electricity demand is
underestimated, power plants may not have sufficient reserves for their generators to meet
the energy demanded by the grid, compromising its stability and risking the possibility of
a blackout. In addition, an accurate demand forecast indirectly facilitates the management
of electrical energy from renewable energies.

In addition to the STLF, there are very short-term load forecasting systems, which
forecast load for the forthcoming seconds or minutes for control purposes, such as that
developed by Zhang et al. [1]; medium-term load forecasting for more than 3 weeks to
manage operations, such as that made by Han et al. [2]; and long-term load forecasting
for the months or years ahead, forecasting for facilities planning, for example the system
presented by Hong et al. [3].

Electricity networks are systems that distribute power at both a regional and national
scale, therefore even a slight improvement in the accuracy of STLF supposes a significant
economic saving, which increases the competitiveness and development of multiple large-
scale companies. In addition to electricity operators, other entities benefit from accurate
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electricity load forecasts, such as power marketers, independent system operators, or
load aggregators.

Forecasting systems must process multiple variables whose relationships among them
vary with location and weather: previous loads, meteorological data, calendar day, etc.
Furthermore, electric load always contains a random unpredictable variation. Forecasting
electricity load is a complex problem, which has been approached through various methods
and from different points of view over the last few decades, which has led to a great variety
of forecasting algorithms implemented in different electricity networks.

Many techniques are based on neural networks [4–8]. Other algorithms use statistical
methods [9,10]. Hybrid systems that combine neural networks with other techniques are
also common [11–14].

1.1. Main Problem

STLF systems calculate forecasts frequently—most likely hourly. The system must
obtain fast forecasts, so the operator can read the results and manage the actions that adjust
to future load. The latest measurement systems tend to use quarter-hour intervals. In
addition, forecasts within the EU must be calculated at quarter-hour intervals, as required
by article 19 of Commission Regulation (EU) 2017/2195, of 23 November 2017, establishing
a guideline on electricity balancing. The STLF systems that currently work with hourly
intervals will considerably increase their computational burden, whenever they change to
quarter-hour intervals. They will have to forecast four times more values due to increased
granularity and they will do this four times more often, due to an increase in frequency.
This paper addresses the problem of computational burden while attempting to increase
the accuracy of the STLF systems already implemented.

The Spanish transmission system operator (TSO) is Red Eléctrica de España (REE)
and it is working on hourly intervals. It needs forecasts for 19 electrical regions, which
is 19 times more calculations than a single STLF, with a total of 2.5 s for every hour that
is predicted nationwide. Due to time limits for submitting predictions, it is not always
feasible to calculate all future hours. Therefore, there is a schedule that determines which
future intervals are predicted during each hour of the day.

The REE forecasting system cannot keep the previous forecasting schedule with
quarter-hour intervals, since it is too computationally heavy to work within the time
restriction. Therefore, there is need for a new schedule to forecast only the most useful
intervals. Furthermore, the new schedule must be based on a criterion that numerically
determines which predictions are most useful. Satisfying the need for a systematic method
to optimize schedules is the main motivation of this work.

1.2. Solution Approach

It was assumed that as we approach the forecast moment, the forecast becomes more
accurate. However, this hypothesis does not always hold true. As an example, Figure 1
represents the mean absolute percentage error (MAPE) when predicting each hour of the
Spanish national load, in 2019. Predicted values are distributed along the abscissa axis as
they are executed hourly from 9 days before until the previous day. These forecasts are
calculated with the auto-regressive model from REE [11]. There is an obvious trend in
which accuracy increases as more recent information (weather and load) becomes available.
Nevertheless, there seem to be some periods in which new forecasts are actually less
accurate. The temperature data availability produces sudden drops in error, but during
some periods the error increases. If accuracy loss periods can be known in advance,
then the unproductive forecasts made at these times can be spared, saving computational
effort while achieving a more accurate forecast. This paper aims to determine the optimal
schedule of forecasts so that the system only computes new forecasts when an accuracy
improvement is expected.
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Figure 1. Error of auto-regressive forecasts in 2019.

The variations in precision are due to the availability of temperature and demand data.
However, the objective of this paper is not to improve the input selection, but to determine
at which moments it should be executed. The input selection problem had already been
studied and solved [11].

The forecast needs to be computed within a time limit; therefore, each computer has a
limit of N hourly values, beyond which the forecast would arrive late. This limit depends
on the time allowed and the calculation speed, which again depends on the computer itself
and on the forecasting algorithm used. To sum up, it may not be feasible to predict the
whole range needed, therefore, in order to select the best N forecasts that can be calculated
at each moment—a method to prioritize them needs to be developed. In addition, even if
all predictions can be calculated, they may be counterproductive, since some of them have
a greater predictive error than some of the previous ones.

1.3. Literature Review

The STLF field is extensive, since innumerable works have been published for decades;
consequently, reviews of the state of the art have been published, such as those made by
Mamum et al. [15], Hippert et al. [16], or Hong et al. [17].

The previous work on the STLF system used in this paper [18] compared the au-
toregressive and neural models used. The research defined which one performs better in
different contexts, being determined by the model configuration, availability of data and
the use of exogenous variables. The performance of both models was studied, in such a
way that predictions that were calculated in the same time intervals with different models
were compared; the time lapse between the execution moment and the predicted one is not
a variable. On the other hand, the proposed research took into account the performance of
the same model for different time lapses.

Other researchers [19–25] built and compared different STLF mathematical models
employing error measures as performance indicators. After that, they did not consider how
to apply those models in an optimized schedule, to avoid producing larger errors than
past predictions that had already been calculated. J. Mohammed et al. [26] did something
similar, which also included reliability indicators to assess the model’s performance.

Another example is the work carried out by G. Veljanovski et al. [27], in which they
proposed a forecasting system based on a neural network, that uses the day type and air
temperature of the last seven days as inputs to obtain day-ahead load forecasts as output.
The system was executed one day before the forecast day but they did not consider the best
time at which to obtain data and execute the computation.
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E. Weyermüller et al. [28] built a minimalistic adaptive neuro-fuzzy inference model,
which uses the hourly load at the same time for the preceding day, day of week, and month
of yearas input. It forecasts the load of one hour 24 h before, so this research could be
applied to organize the calculation schedule if more forecast hours are added to the model.

The present work could complement automatic forecasting systems. This paper offers
an automated extra step at the end of the modeling process, in order to obtain an optimized
execution schedule. An example of automatically modeled systems is the work conducted
by L. Shufen et al. [29], in which they proposed an algorithm to automate time series
forecasting for nonexperts.

The analysis proposed in this work could be applied to future works of theoretical
research. For example, T. Panapongpakorn et al. [30] developed a STLF system for Mae
Hong Son, Thailand. It is made up of two different time series models and three different
neural networks. It predicts 30 min ahead by employing historical load, temperature,
irradiance, and ATR. If the forecast horizon is extended beyond 30 min in order to build
a practical system, the main ideas of this work could be applied to make an appropriate
schedule. Another example is the work by D. Shuai [31]; he created a least-squares support
vector machine model to forecast load from relative humidity, rainfall, maximum, minimum,
and average temperature. If a complete forecasting system is built with his ideas, this paper
could be applied to help improve its performance.

H. Jiang et al. [32] examined their model for different anticipation times; they also
compared different STLF models, taking into account error and computation times. How-
ever, anticipation times varied just from 5 min to 16 h ahead and they were used to assess
models, in the same way that calculation times were employed to compare entire models.
On the other hand, this work employs accuracy from different anticipation times to assess
them and optimize calculation schedules, whilst computation times govern how many
calculations can be chosen.

There is research which focuses on reducing computational burden, such as that by
A. McIlvenna et al. [33], who modified a forecasting system through the reduction of integer
variables by relaxation. This paper aims to optimize the use of a previously built forecasting
system regardless of which one it is.

With a different approach, M. Weimar et al. [34] evaluated the improvement of a STLF
system according to the economic savings with an econometric model. This is an example
of how improving accuracy offers benefits that overcome developing costs.

1.4. Paper Contributions

The contributions of this paper can be summarized as follows.
This article offers a method to evaluate, at each moment of the day, the most useful

predictions that are calculated and renewed on the prediction horizon. As far as we know
there is nothing similar in the state of the art, making this is a first approach to evaluating
single predictions. The most similar found works evaluate complete forecasting systems,
for example H. Jiang et al. [32] or M. Weimar et al. [34].

The forecast evaluation allows the creation of an an optimal forecast schedule that
reduces computational burden and increases overall accuracy, instead of focusing on
improving computationally a single model, such as in the work by A. McIlvenna et al. [33].

The analysis of the prioritized schedule provides an understanding of the effect of
new information on the quality of forecasts for both near and distant hours. This analysis
could be applied to other researches, which use different inputs to understand its influence
in accuracy, such as T. Panapongpakorn et al. [30] or D. Shuai [31].

According to Hong et al. [17], there is already a high number of STLF models for point
predictions. For this reason, the present work does not develop a new model, but rather
develops a technique with the potential to improve existing ones with respect to precision
and particularly to computational burden.
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1.5. Sections Summary

The paper is organized as follows. Section 2 gives an overview of the forecasting
system used in this research. Section 3 explains the predictive scheduling algorithm in
detail. Section 4 analyzes the accuracy of the algorithm when applied to the forecasting
system. Its performance is compared with the current system. Section 5 summarizes the
conclusions obtained.

2. Forecasting System Employed

The STLF system used in this research is that developed by the UMH [11], which
was implemented in REE. The system has been operating for more than 4 years, and
during this time REE and UMH have continued to collaborate in continuous improvement
efforts [15,35].

The system entails an auto-regressive exogenous model and an exogenous autoregres-
sive neural network (NARX) model. Each technique provides a separate forecast, which is
then combined into a final forecast. This combination is more accurate than each separate
result, so it is employed as final result by the operator.

The auto-regressive exogenous model employed by REE is described by Equation (1).

ln(Yt) =
d

∑
i=1

Et−i αi +
n

∑
v=1

Xv t Φv + εt (1)

where Y is the time series of forecast load for an interval of the day t, E is the error time
series from previous forecasts, α coefficients associated with the error time series, d is the
number of previous days that are taken into account, X is the input vector to predict a
day t composed of a number n of variables v, Φ are their respective coefficients, and ε is a
Gaussian random variation with mean zero.

This model is named auto-regressive since it takes into account previous forecasts
through variable E. In addition, it is exogenous due to the input vector X, which incorporates
all the inputs mentioned previously.

The NARX model is a category of neural networks; it is a modification of feed-forward
neural networks, which only have exogenous inputs. NARX models have an extra input:
the forecast value from previous steps; then they have a feedback loop. To train the network
or compute single-step forecasts, the feedback loop is replaced by the real load as input,
since the real load from preceding load is available.

Both models have the same inputs to forecast the peninsular load, which are the
following: temperature forecasts of the current and next 9 days for Madrid, Barcelona,
Seville, Zaragoza, and Biscay; peninsular demand of the previous hour to execution;
average demand for the 52 weeks prior to the last week; and calendar information [35],
which distinguishes the following day variables: weekdays, the different national and
provincial holidays including Christmas, the previous and following days, days after the
time change, month of the year, and August weeks. As output, the STLF system provides
the predicted loads for the current day and the next nine, as required by the Spanish TSO.
Furthermore, this horizon will be increased in five more days in future years. In addition,
each forecast may have different relevance: the accuracy of the current day and the next
day is more important than that of the 8th or 9th.

Both models employ the same input preprocessing. A filtering system is included in
the forecasting system to identify and correct misleading information about historical load;
it identifies and corrects abnormalities by comparing them to previous data. Temperatures
are linearized using three linear equations that model load versus temperature, each one
for different temperature levels classified as cooling, heating, and warm; the last one is
not employed, so there are two variables (cooling and heating) to define each temperature
value. Calendar information is represented as one-hot code for every variable about type
of day.



Energies 2022, 15, 3670 6 of 18

2.1. Forecasting Schedule

The system schedule with the current configuration of the electricity operator is
represented in Table 1, which shows the ranges of forecast hours for each run time. Each
cell in the table contains the future hours of the day to forecast, so that 0 corresponds to the
time span between 0:00 a.m. and 1:00 a.m. The hours in between are also predicted. Rows
indicate the time of the day when the system is running, and columns indicate the future
forecast day. There is the possibility of predicting the current hour, since it is still useful for
the operator during the first 10 min of the hour itself. For example, at run time 0:00, on the
first row of table (a), only the ninth following day is forecast. As another example, at run
time 9:00 a.m., on the first row of table (a), all the following days except for the second are
forecast, also the current day is forecast from 9:00 until 23:00 (the entire rest of the day).

Table 1. Current schedule employed by REE.

(a) (b)

Run
Time

Future Day Whose Load Is Forecast Run
Time

Future Day Whose Load Is Forecast

Current Day 1 2 3–8 9 Current Day 1 2 3–8 9
0 0–23 12 12–23
1 13 13–23 0–23
2 14 14–23
3 3–23 15 15–23
4 16 16–23
5 5–23 0–23 0–23 17 17–23 0–23 0–23
6 18 18–23
7 7–23 0–23 19 19–23
8 8–23 0–23 0–23 20 20–23
9 9–23 0–23 0–23 0–23 21 21–23 0–23

10 10–23 22 22–23
11 11–23 0–23 23 23 0–23

(a) Schedule from 0 to 11. (b) Schedule from 12 to 23.

2.2. Data Employed

During training and forecasting, the STLF system uses calendar data. Holiday infor-
mation is obtained from the Spanish Official State Gazette, known as Boletín Oficial del
Estado (BOE). It also uses the historical load of the national network, which is provided
by REE. Additionally, the system uses historical records and forecasts of maximum and
minimum daily temperatures, which are provided by the State Meteorological Agency.

The data employed by the algorithm is divided into three groups: training, validation,
and test.

• The training group is employed to train the STLF models, these are the data from
the years from 2012 to 2018 inclusive. Therefore, the 7 years prior to the desired
year to forecast was selected, as recommended in the analysis of the STLF system
performance [18].

• The validation group is used by the algorithm to obtain error records, comprising the
year prior to the test period: 2018, therefore it coincides with the last year of training.
The validation period coincides with the end of training because it must be done with
data from the 7 years prior to the year to be predicted. Moreover, the post-training
data cannot be used, since the validation is simulated without it.

• The test group is used to verify the performance of the forecasting system with the
implemented algorithm. In this case the year 2019 was selected.

3. Methodology

This study has been performed with a CPU i7-8700, 16 GB RAM and Windows Home
64 bits as the operating system. The STLF system employed runs in Matlab, so all the
calculations from this paper have been carried out with the same software, version R2020a.
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The time a computer needs to calculate a set of predictions depends on three factors:
the time that it takes to load new input data (I), the number of forecasts (n), and the time
that it takes to make each prediction (P). So, the run time (t) can be modeled with the linear
Equation (2).

t = I + P·n (2)

Variables I and P depend on the computer and code employed. At the beginning
of each hour, the forecasting system loads new input data (temperatures and previous
measured load). This task requires 0.6329 s approximately, so this is the value for I.
Moreover, every forecast hour requires different auto-regressive and neuronal models,
since there is a model of both to forecast every hour from every run hour and previous day.
Loading models from hard drive is not needed since they do not change throughout the
year, therefore they can be kept in RAM memory to save loading times. Calculating each
future hour with both models and combining the results requires 0.1336 s, then this is the
p value.

As mentioned before, due to the limitation of accuracy or computational burden, for
each execution, there is a maximum number, N, of predictions that can be performed
without exceeding the response time limit. Therefore, for each execution period, up to N
predictions with greater value can be selected.

The algorithm does not depend on the mathematical model used, but on the errors that
it makes regarding historical records. Therefore, the major benefit of applying the algorithm
is the error reduction sparing us from calculations with worse errors than previous ones
already executed. In this way, it can be applied to a system that is organized by time
intervals and it is possible to choose which intervals to predict in each hour of the day.

To measure error, the methodology employs the MAPE as indicator, described in
Equation (3), where F is the forecast load at time d, L is the actual load, and n is the number
of evaluated forecasts.

MAPE =
100
n

n

∑
d=1

∣∣∣∣ Fd − Ld
Ld

∣∣∣∣ (3)

The Figure 2 shows how to use the algorithm in a forecasting system. First, the
maximum number of predictions that can be calculated per interval is obtained, which
depends on available time and computing power. At the same time, the previous year can
be predicted to calculate historical error records. Finally, the algorithm is applied to obtain
a schedule that will serve to forecast load during the next year.

Figure 2. Process summary.

Other scheduling alternatives have been tested to compare the performance of the
proposed algorithm. They are explained in Table 2.
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Table 2. Scheduling options.

Name Explanation

Proposed algorithm Employ the proposed algorithm to obtain a schedule and then use it to forecast during the entire year.
Complete schedule Predict every future intervals up to 9 days in advance, at every hour of the day.
Current planning Use the current schedule from REE, which is explained with Table 1.

Optimized algorithm Employ the proposed algorithm with the optimal forecast number.
Random selection Forecast a number, N, of random future intervals at each hour of the day.

Last-day selection This algorithm, at each moment, predicts the current day. It also forecasts the future day that has
gone the longest time without updating, prioritizing those days which have never been forecast.

4. Proposed Algorithm

To measure the value of a prediction, a numerical indicator called accuracy improve-
ment expectation (AIE) is used. As the name suggests, it reflects the expectation of improve-
ment in accuracy of a predicted demand if it is recalculated. To calculate this parameter,
historical records of predictions calculated under the same conditions are used; that is,
forecasts calculated at the same time of day with the same advance period.

In order to define AIE, let P be a series of predictions, which have been calculated
at different intervals of time, t. Each value in P predicts a load, L, of one same hour of a
given future day. Then, the AIEt of a specific prediction Pt is defined by Equation (4) as
the difference of percentage errors between such prediction and a prediction of the same
load made one interval before. Relative errors are multiplied by 100, so they are expressed
as percentages.

AIEt = 100
∣∣∣∣Pt−1 − L

L

∣∣∣∣− 100
∣∣∣∣Pt − L

L

∣∣∣∣ (4)

The implemented algorithm prioritizes the hourly forecasts according to larger AIE
over the results of a full year, so only the first N values will be predicted in order to adhere
to the time allowed.

Before executing the algorithm, the forecasting systems must be trained with the
training data and ready to calculate forecasts. It is also necessary to determine the number
of maximum forecasts, N, that the computer employed can execute. This is determined em-
pirically by its computational speed and the calculation time limit. The data preprocessing
from the original forecasting system is used in the same way, since it is not modified.

The algorithm core consists of two matrices named H and R. Matrix H is computed at
algorithm initialization, so it remains constant during the rest of the process. It represents
the historical records of the errors made in the validation period. It is used as a reference
to estimate the error that the predictive model will have if it is executed at a given time to
obtain the demand for a future hour. The matrix R varies with each iteration, representing
the estimated error of the predicted demands in the prediction horizon. The values of
matrix R are obtained by copying them from matrix H, according to the execution moment
and the hour whose demand is expected.

The flowchart of the algorithm is described in Figure 3 and explained in depth in the
following paragraphs:

Initialization: as a reference to estimate the AIE of each forecast, the algorithm forecasts
the validation period. Each hour is predicted between 216 and 240 times, from the first
time it enters the forecasting horizon until such an hour actually occurs. These reference
forecasts make it possible to elaborate the Hijk reference matrix, which contains the MAPE
of the predicted hour, i, with j days of anticipation, where j = 1 the current day and j = 10
the ninth before, executed at time of the day k. The matrix H is obtained according to
Equation (5), where F is the forecast load, L is the real load, t is the forecast day, and n is the
number of days employed.

Hi j k =
100
n

n

∑
t=1

∣∣∣∣ Ft i j k − Lt i

Lt i

∣∣∣∣ (5)
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Figure 3. Algorithm flow chart.

Hourly iterations: For each of the 24 h on the first day of the year, the algorithm selects
the N possible values within the forecasting horizon that will reduce the prediction error
the most. To do this, it first checks if there are values without prior predictions, and it
includes them among the selected ones. In addition, it copies the selected values from
matrix H to matrix R as indicated in Equation (6). In this way, matrix Rij contains the
expected error of the last prediction made for hour i of future day j. At this point, all values
within the horizon have either a current or a previous forecast. Next, if the number of
predictions to be calculated is less than N, the rest of the forecasts are prioritized according
to their AIE. To do this, according to time k, the submatrix Hij is subtracted from Rij. The
models whose difference is greater will be included among those selected and the values of
H will be transferred to R until the N predictions are completed. This process is carried out
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for 24 h until a list of predictions to be calculated for each hour is obtained, so matrix R
changes with every hourly iteration.

Ri j = Hi j k (6)

Daily iterations: The algorithm repeats the previous iterations with the following days
of the year, thus obtaining a schedule of executions for each day. The algorithm ends when
two consecutive days get the same schedule for all 24 h.

5. Results

The result obtained by applying the algorithm is a schedule similar to the one in
Table 3. Each cell in the table contains the future hours of the day to forecast, so that
0 corresponds to the time span between 0:00 a.m. and 1:00 a.m. Hours separated by a
dash indicate that the hours in between are also predicted. Rows indicate the times of
the day when the system is running and columns indicate the future forecast days. For
example, at run time 19 (7:00 p.m.), for the second future day, hours forecast are 12, 14,
16, 17, 18, 19, and 21; in other words, periods between 12:00 and 13:00, between 14:00 and
15:00, and between 16:00 and 20:00. The relationship between the algorithm and Table 3 is
described as follows: The algorithm uses the variable k as “hour of forecast”, the variable
j as “future day whose load is forecast”, and the variable i as the “forecast hour”. The
combination of three variables is stored during the execution of the algorithm as explained
in hourly iterations.

Table 3. Schedule for combined model.

Run
Time

Future Day Whose Load Is Forecast

Current
Day 1 2 3 4 5 6 7 8 9

0 0–1, 5, 9, 23 0, 18, 22
2–5, 10,

14, 16–18,
22–23

1, 10, 19,
21–23 4, 18, 22 2, 4, 13, 16,

22
11, 14,
22–23 2, 19–20, 23 2, 7, 12,

16, 22–23 0–23

1 1–5, 7, 22 1–2, 5–6,
9, 11, 23

0, 2–3,
7–8, 18–19

0–1, 4, 10,
17

0–4, 15, 18,
21 0, 3, 6–7, 11 0, 9, 19–20,

23
3, 5, 11–12,

15, 21
0, 3, 12, 14,

19

0–5, 7–8,
10–11, 13–14,
16–17, 19, 22

2 2–6, 8, 10,
13–14, 22

0–1, 6–7,
10–11, 17–18

2, 7, 10,
19, 21

1–2, 10, 12,
15, 18–19,

22

2–3, 12–13,
15, 18, 21

5, 10, 12–14,
18, 23 10, 12, 14

0, 4, 7,
11–12,
18, 21

0, 3, 12–13 0, 5–6, 9–14,
17, 19, 22

3
3–7, 9,

12–13, 18,
20

1–4, 6–7,
10, 12, 21

0, 6–7, 11,
18–19, 23

4, 8, 10,
13–14,
18–20

2–3, 13–14,
17–18, 22 3, 12, 15, 18 0, 2, 13,

19, 22–23 0, 11, 13, 23 0, 3, 11–14,
23

2–4, 9, 13–15,
18, 22

4 4–7, 10, 14,
16, 19, 22

1–6, 8, 10,
13, 18–19

1, 4, 7, 10,
15,

18–19, 21,
23

2–4, 7, 10,
12–13, 19

0, 2–3, 5,
17–18, 22 3, 10, 13, 15

11–12,
14–15,

17, 19, 23

0, 10, 12,
16, 18, 22 3, 12, 18 4, 10–12,

14, 18, 23

5
5–8, 12, 14,

16–17,
20–21

2, 4–5, 7,
17, 19

2, 5, 7,
10–11, 17,

21

7, 12–15,
17–20

2–3, 10,
13, 16, 18,

21–22

2, 4–5, 10,
12, 16–17,

22–23

8, 12, 15,
20, 23

0, 10, 12,
15, 18, 23 11, 19, 23 0, 5, 7, 11–13,

15, 18

6
6–9, 12, 14,
17, 19, 21,

23

0, 3–7, 9,
17, 20, 23

0, 3, 14–15,
22

1–2, 4–5, 9,
12–14,
16–18

2–3, 8, 12,
17–18, 21

2, 6, 13–14,
16, 22

0, 9, 15, 17,
22

0, 10–11,
15, 21, 23

3, 6, 10–11,
13, 18, 23 6, 8, 20, 22

7 7–9, 11–20,
22–23

0–3, 5–6,
8–9, 15,

18–20, 23

0, 2–5, 9,
11–12

1, 5, 7, 13,
18 2, 16, 22

2, 4, 12–14,
16–17, 19,

22

0, 8, 15,
19, 21–22 0, 11, 21 13, 18, 23 0, 5, 9–10,

13, 23

8 8–10,
16–18, 23

0–1, 4, 6–8,
10–12, 15, 17,

19–20, 23

1, 11, 13,
22–23

2, 9, 11, 14,
17, 20, 23 0, 2, 19, 21 4–5, 8,

17–19, 22
0, 10, 15,
18, 20–23

0, 7, 9, 15,
17, 19,
22–23

13, 18–19 2, 4, 6, 13,
15, 17, 21, 23

9 9 3, 19 15 0, 2, 8–14,
18, 20–21

8, 10, 12–14,
16, 22 8–10, 14–23 0, 2–7, 10,

13, 15–23

3, 6, 9,
13–19,
21–23

2, 13, 20–21

10 10–12, 18 6 2, 5, 13,
22–23

1, 13, 17,
21–23

3, 6, 15–17,
19, 22–23

0–1, 3–4,
11, 16–21,

23

0, 2, 4–5,
11, 13, 22

1, 8–9,
11–12,
14, 16

0–2, 5–6,
10–12, 20

0, 4–6, 10, 12,
15, 17–19,

22–23

11 11–20, 23 4, 7–10,
18, 23

1–2, 17–18,
21

2, 6, 8,
11–12,

14, 18–20,
22–23

1, 5, 9,
16–17

0, 2, 5–7,
9, 15, 23

3, 6–7,
12–13, 23

1, 8–9, 18,
20

0, 2, 4, 7–8,
15, 22

11, 13,
15–17, 20
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Table 3. Cont.

Run
Time

Future Day Whose Load Is Forecast

Current
Day 1 2 3 4 5 6 7 8 9

12
12–17,19–

21,
23

0, 4, 6, 9,
11,14, 18, 22

4, 7–9, 12,
15,17–18,

20–21

0, 4, 7,
9–11,13–16,

19–21

4, 7, 14, 16,
23 1, 5, 15

0–1,
6,11–12,
14–16

2–4, 7–8, 14 1, 3, 7–8 1, 14, 17, 23

13 13–23 10, 15,
17, 20

0, 5, 10, 12,
14, 16,
20–21

0–2, 4–5,
13–14,

16, 18, 20,
23

7, 13 2–3, 5,
12, 17–18

1, 6, 11–12,
17, 22

0, 2, 5, 8, 11,
14, 16,
18–20

0, 3–4,
10, 18, 22

3, 7, 9, 11, 13,
16, 19

14 14–19, 21,
23

1, 3, 10–12,
14, 16–17,

22

4, 11, 13,
15–16,

18–20, 23

3, 5, 7, 9, 12,
18–19, 23

5, 8, 13–14,
16–17, 21,

23
4, 9, 18 0–1, 21–23

0, 7, 9–10,
12

13, 15–16,
19, 21

1, 5, 20 1, 3, 11, 15, 17,
19, 22–23

15 15–23 0–1, 4–6, 8,
13, 15–17, 23

2, 9, 11–13,
16, 20

7, 10–12,
14, 16, 20

4, 6, 8–9,
12–13,

15, 19–21

13–14,
17–18 1, 5, 21–22

0–1, 4, 8–9,
12–13, 20,

23

1, 4, 9,
16–18, 20 5, 16, 18

16 16–22 0–3, 10–11, 13,
16, 18–19, 22

0, 2, 4,
12–13,

17–18, 23

1, 9, 11–12,
17–18, 23 1, 17–18, 20 2, 12, 22 2–3, 12–13,

21–22

1, 5, 7,
11–13,

15, 18–21,
23

2–3, 18, 20 1, 3, 6–7,
11–13, 19, 23

17 17–22
0, 2–5,
11–13,

15–19, 21

1, 4, 10–11,
14, 17–18,

20, 22

0, 5, 9–11,
18

4, 9, 11,
14–15,

20–21, 23
14, 17 5, 21, 23 0–2, 7, 9, 12,

19, 21, 23

1, 11–12,
18–19,
22–23

1, 3, 6, 8, 17,
19, 23

18 18–20,
22–23

1–2, 5, 9, 11,
13–15,

17, 19–22

2, 4, 12,
15–17, 20,

22

3, 10–11, 13,
16–17, 19,

21, 23
4, 10, 12–15 1, 7, 9, 14,

17, 21–22
0, 5–6, 8, 12,

18

1, 5, 8–9, 11,
15–16,
22–23

1, 5, 11,
19–20 7, 12–13

19 19–23 0, 2, 9, 12–13,
18–20, 22–23

12, 14,
16–21

11, 14,
16–19, 21,

23

0, 2, 12,
14, 20, 22

4–5, 13,
17–18,
20–22

1–3, 12,
14, 16,
21–23

12, 20, 23 0–3, 11,
13, 19, 21

3, 10, 15,
17, 19–20

20 20–23 0, 2, 5, 10,
14–20, 22–23

1, 3, 9–11,
16–18, 23

10, 15,
18–20

2, 14, 16–17,
19–21

1, 3, 9,
20–22

11, 14–15,
21, 23

1, 4, 6, 14,
19, 23

0, 2, 4, 8–9,
18, 20–21

1, 3–4, 7, 12,
19, 22–23

21 21–23
0–2, 4, 8–9,
11, 14, 17,
20, 22–23

3, 14,
16–17, 20

1, 4, 11,
16, 18–20

1–2, 10,
14, 17,
19–21

3, 11, 15,
18–23

0, 2–3,
13–14, 17,

23

4, 8, 12, 14,
16, 18–19,

23

3, 11–12,
18, 22–23

3, 7, 9,
19–20, 22

22 22–23 0–1, 13,
18–21

0, 2–4, 9–10,
17–23

0, 4, 10–11,
13, 18, 20,

23

1, 5, 10, 13,
15, 17–23 3, 9, 21–22 2–3, 11,

14, 17–18
0, 4, 12,

19–20, 23
1, 3, 8,
18–19

0, 3, 6–7,
18–20, 23

23 23 2, 4, 7, 9–10,
19–20, 22–23

1–2, 9, 18,
20–23

1–2, 7, 19,
21–23

1, 4, 10, 17,
21–22

1–2, 4–5,
18–19,
21–22

0, 3, 5,
12–13,
15–16,
20–21

1–2, 7–8,
18–20,
22–23

1, 4, 11, 15,
18, 20–22

1, 9, 12,
18, 20–21

Table 3 shows the 2019 schedule with the combined model and a forecasting limit per
interval, N, of 71. The table is somewhat cumbersome as it describes all hours to be forecast
at any given time. Nevertheless, the following conclusions can be extracted from it and are
further substantiated in the following sections:

1. At 9:00 a.m., only 18.3% of forecasts are for the first 8 h of each future day. This allows
us to infer that there is usually not a significant accuracy improvement in forecasting
the first 8 h of each future day at 9:00 a.m. This conclusion is further developed in
Section 5.1. “Temperature Influence on Early Morning”.

2. At 9:00 a.m., only 5.6% of the predictions executed correspond to the first 4 days
(including the current day). This selection makes sense since obtaining temperature
data benefits more distant days than close ones, as seen in Section 5.1 “Temperature
Influence on distant days”.

3. For all running hours, the next hour is always forecast; while 22 of 24 running hours
forecast the next two future hours and 21 of 24 forecast the next three. This fact
coincides with the reasoning from Section 5.1 “Recent Loads”, as it states that hours
prior to the forecast moment tend to perform a great accuracy improvement.

5.1. Error Analysis

Error analysis has been performed on the results of both the auto-regressive and the
NARX models. Nevertheless, the NARX model shows a more random behavior than the
AR model and, even though the same conclusions apply to both, the identified patterns
appear more clearly in the AR model. Therefore, for clarity reasons, the following section
focuses on the conclusions obtained using the results of the AR model. Notwithstanding,
all conclusions are valid for the AR, the NARX, and the combined model.
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5.1.1. AIE and Error Analysis

The STLF system has been used to predict 2019, without applying the selection algo-
rithm, so that it always calculates all future hours up to and including the ninth day after.
The errors have been analyzed to detect patterns.

Temperature Influence on Early Morning

In order to quantify the effect of temperature updates, the MAPE of the entire forecast-
ing horizon has also been calculated for each time of the day when forecasts are calculated.
These errors are drawn in Figure 4; in order to distinguish the effects of temperature up-
dates when predicting early morning and the rest of the day, the hours of the day that are
predicted have been separated into two graphs.

Figure 4. MAPE of every forecast moment during previous days. (a) Forecasting load consumed at
8:00 to 24:00. (b) Forecasting load consumed at 24:00 to 8:00.

Waking hours (8 a.m.–11 p.m.) experience an error decrease of 0.126% when executed
at 9:00 a.m. compared to 8:00 a.m. On the other hand, resting hours have an error decrease
of 0.068% at 9:00 a.m. compared to 8:00 a.m. At 9:00 a.m. the forecasting system receives
new temperature data, then there is a larger correlation between temperature and load
during waking hours than resting hours.

Temperature Influence on Distant Days

Figure 5 shows the AIE average of all the predictions at 9:00 a.m. from the previous
8 days to the preceding day.

Figure 5. AIE average of previous days at 9:00 a.m.

The new temperature data results in greater improvements for distant days while not
so much for proximate ones. Two reasons explain this: on one hand, temperature forecasts
2 or 3 days ahead are almost completely accurate and, therefore, each new forecast does
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not add any value beyond that point. On the other hand, other variables (recent load)
become more relevant than temperature as the forecasting hour approaches. Day 9 is not
represented in Figure 5 because the temperature received at 9:00 a.m. is not an update, but
brand-new information (there was no previous temperature forecast).

Recent Loads

To visualize the impacts that the latest demands have on forecast accuracy, actual
temperature registers as opposed to forecasts have been used to avoid confusion between
both variables. Figure 6 shows the MAPE made by the latest forecasts, which are distributed
on the abscissa axis so that the first one corresponds to the most recent one.

Figure 6. MAPE of latest forecasts.

According to Figure 6, the 3 h prior to the forecast moment have a higher error
reduction than the rest. The greatest reduction in MAPE occurs on the latest forecast with
0.299%; the previous ones have a reduction of 0.131% and 0.090%, in that order. Therefore, it
follows that there is a close correlation between the load for one hour and the previous ones.

5.2. Obtaining the Optimal Forecast Number

The algorithm has been applied to predict 2018 and 2019; so that to predict 2018, the
years from 2011 to 2017 have been used as training and 2018 as validation datasets, while to
predict 2019, the years from 2012 to 2018 have been used as training and 2018 as validation
datasets. Figure 7 shows the MAPE average for each number of predictions that the system
calculates. The solid lines refer to the STLF system with the algorithm applied and the
dashed lines to the error made in predicting all the future hours that the system can cover;
that is, the entire forecasting horizon, also understood as N equal to 240.

A pattern can be seen in which accuracy increases with more forecasts up to a certain
point, beyond which allowing more forecasts increases computational burden, but does not
improve accuracy. Both curves present a minimum between 60 and 100, which proves not
only that the priority determined with data from previous years is valid for the next year
but also that the optimal amount of forecast can also be established from such data.

The minimum MAPE of 2018 is 1.755% and achieved with N = 71; for this reason, the
N value has been applied when obtaining the prediction times. Coincidentally, the optimal
N value coincides with the 2019 minimum with N = 71 and 1.698% of MAPE.
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Figure 7. Accuracy of STLF system in 2018 and 2019.

5.3. Accuracy Results of Optimized Scheduling

In order to test the proposed algorithm, the year 2019 has been predicted, with each
one of the scheduling options explained in Table 2. The MAPE average has been calculated
for all the advances of all the hours of the year. Figure 8 shows the mean of the MAPE for
each scheduling method. Methods with dashed lines are those that have a predetermined
number, N, of future predictions.

Figure 8. Accuracy of STLF system with different scheduling.

According to the test, random selection could perform worse for almost all cases; it is
also inconsistent, so it is ruled out as a candidate. On the contrary, the proposed algorithm
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offers significantly better precision than the rest of the methods, using between 60 and
100 limit predictions.

As a final test, the year 2019 has been predicted with every method. Figure 9 represents
the MAPE obtained with forecasts made every hour from the previous 9 days until the
previous day.

Figure 9. Accuracy of STLF in respect of order of execution.

In most advances, the optimized algorithm performs better than other methods. Cer-
tain combinations of execution time and future forecast days do not occur; in consequence,
the last-day selection method has constant error periods due to a lack of updates.

As a final result, the year 2019 has been predicted with the current REE schedule, the
algorithm with N = 71, and by calculating all future hours. Table 4 shows the MAPE of the
entire year for each schedule and day in advance.

Table 4. MAPE of 2019 when employing each schedule and advance.

Days in Advance

Schedule Current 1 2 3 4 5 6 7 8 9

Current Planning 1.089% 1.276% 1.478% 1.555% 1.630% 1.743% 1.861% 1.961% 2.101% 2.246%
Optimized Algorithm 1.066% 1.239% 1.417% 1.517% 1.612% 1.723% 1.841% 1.946% 2.088% 2.256%

Complete Schedule 1.077% 1.258% 1.443% 1.542% 1.634% 1.752% 1.862% 1.958% 2.095% 2.254%
Last-Day Algorithm 1.077% 1.291% 1.468% 1.550% 1.663% 1.768% 1.866% 1.992% 2.126% 2.245%

Except for the ninth day in advance, the algorithm always offers better accuracy.
The Optimized Algorithm has an average improvement of 0.024% compared to the cur-
rent schedule.

5.4. Computational Burden

The Spanish electricity system operator requires future load of 19 electrical regions.
Nowadays, the entire forecasting horizon spans up to 240 h, thus the total of future loads
that can be predicted extends to 4560, which require 10.16 min. However, if the quarter-hour
system is employed, the number of future intervals to forecast will multiply by four. This
new system will entail 18,240 numbers to be calculated in 40.62 min, which is unfeasible
since REE requires results before 7 min have passed.
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Table 5 shows the execution time for every scheduling in the worst-case scenario. That
is forecasting 19 electric regions, during the hours of the day with the maximum number of
future intervals to forecast. Execution times have been estimated employing Equation (2).

Table 5. Maximum execution times.

Scheduling Run Hour with Maximum
Intervals to Forecast

Number of Intervals
to Forecast

Execution Time
(Minutes)

Current planning 9:00 a.m. Look at Table 1. 3933 (207 × 19) 8.77

Optimized algorithm Any hour. Every time it is executed it has a
constant number of future intervals to forecast. 1349 (71 × 19) 3.01

Complete schedule 0:00 a.m. The system forecasts the entire current
day and the following nines. 4560 (240 × 19) 10.16

Last-day selection 0:00 a.m. The system forecasts the entire current
day and one of the following days. 912 (48 ×19) 2.04

Last-day selection and optimized algorithm manage to compute predictions under
7 min and the first one requires less time. However, the optimized algorithm offers better
accuracy in most cases as indicated in Figure 9 and Table 4.

According to Equation (2) and quarter-hour intervals, the maximum number of fore-
casts to compute in 7 min is 3140. So, there is time to forecast 165 intervals in every electrical
region. Therefore 165 is the maximum value that can be used on the algorithm as number
N of forecasts.

6. Conclusions

European electricity operators need to develop systems with quarter-hour intervals
and work in coordination with the rest of the operators in Europe. Figure 8 shows that
accuracy is not proportional to the number of calculations, therefore a criterion is necessary
to decide which predictions will be calculated. The increase in frequency and granularity
can impose an extra constraint in forecasting models that can be detrimental to accuracy.
In order to avoid any accuracy losses to the Spanish TSO, this research has developed an
algorithm that organizes the calculation schedule of a STLF system throughout the day.
The schedule obtained is adapted to the computational capacity of the computer while
actually increasing the system accuracy from 1.089% and 1.276% to 1.066% and 1.239%
for the current-day and next-day forecast respectively, with an average improvement of
0.023% for all previous days. The methodology described can be applied to any forecasting
technique, even if computational burden is not an issue because it has been proven that
limiting the number of forecasts can be beneficial for accuracy, as it has been demonstrated
for the case of REE.

On the other hand, according to results, the main contribution of the work is to reduce
the computational load of a predictive system without sacrificing accuracy. This will allow
a transition to the quarter-hour system with an optimal execution schedule.

Furthermore, the error analysis provides a deeper understanding of how each temper-
ature forecast update reduces the error on distant days but not so much on proximate ones,
and how recent loads affect forecasting error drastically in the next 3 h but only marginally
beyond hours 8 or 9.

This paper offers a first approach to improving forecasting systems through calculation
planning, not only for electricity STLF but also for other time series forecasting systems, as
well as other forecasting intervals such as quarter-hour intervals. Applying a similar study
to other time series prediction systems could improve them in a similar way.

As future work, it is proposed to use the algorithm to plan the new quarter-hour system
of the Spanish TSO. Each advance has a different impact on the operator’s management,
so forecasting errors have different impacts. To take this into account, each error can be
multiplied by a weight factor according to the advance. In this way, with slight changes on
the algorithm, it is possible to calculate schedules based on costs according to errors.
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